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Introduction to MIS

1. Introduction 
As a consumer, you have instant access to millions of pieces of data. With a few clicks of the mouse button, you can find anything from current stock prices and video clips of current movies. You can get product descriptions, pictures, and prices from thousands of companies across India and around the world. Trying to sell services and products? You can purchase demographic, economic, consumer buying pattern, and market-analysis data. Your firm will have internal financial, marketing, production, and employee data for past years. This tremendous amount of data provides opportunities to managers and consumers who know how to obtain it and analyze it to make better decisions. 

The speed with which Information Technology (IT) and Information Systems (IS) are changing our lives is amazing. Only 50 years ago communication was almost limited to the telephone, the first word processors came out in the mid-sixties and the fax entered our offices in the 1970's. Today information systems are everywhere; from supermarkets to airline reservations, libraries and banking operations they have become part of our daily lives. 

The first step in learning how to apply information technology to solve problems is to get a broader picture of what is meant by the term information system. You probably have some experience with using computers and various software packages. Yet, computers are only one component of an information system. A computer information system (CIS) consists of related components like hardware, software, people, procedures, and collections of data. The term information technology (IT) represents the various types of hardware and software used in an information system, including computers and networking equipment. The goal of Information System is to enable managers to make better decisions by providing quality information. 

The physical equipment used in computing is called hardware. The set of instructions that controls the hardware is known as software. In the early days of computers, the people directly involved in are tended to be programmers, design analysts, and a few external users. Today, almost everyone in the firm is involved with the information system. Procedures are instructions that help people use the systems. They include items such as user manuals, documentation, and procedures to ensure that backups are made regularly. Databases are collections of related data that can be retrieved easily and processed by the computers. As you will see in the cases throughout our book, all of these components are vital to creating an effective information system. To create an effective information system, you need to do more than simply purchase the various components. Quality is an important issue in business today, particularly as it relates to information systems. The quality of an information system is measured by its ability to provide exactly the information needed by managers in a timely manner. The information must be accurate and up-to-date. Users should be able to receive the information in a variety of formats: tables of data, graphs, summary statistics, or even pictures or sound: Users have different perspectives and different requirements, and a good information system must have the flexibility to present information in diverse forms for each user. 

2. Data, Information, Knowledge, and Wisdom 

Let us consider the case of a retail store that is trying to increase sales. Some of the data available includes sales levels for the last 36 months, advertising expenses, and customer comments from surveys. By itself, this data may be interesting, but it must be organized and analyzed to be useful in making a decision. For example, a manager might use economic and marketing models to forecast patterns and determine relationships among various advertising expenses and sales. The resulting information (presented in equations, charts, and tables) would clarify relationships among the data and would be used to decide how to proceed It requires knowledge to determine how to analyze data and make decisions. Education and experience create knowledge in humans. A manager learns which data to collect, the proper models to apply, and ways to analyze results for making better decisions. In some cases, this knowledge can be transferred to specialized computer programs (expert systems). Wisdom is more difficult to define but represents the ability to learn from experience and adapt to changing conditions. In this example, wisdom would enable a manager to spot trends, identify potential problems, and develop new techniques to analyze the data. 

3. Characteristics of Information 

• Timeliness: Information must reach the user in a timely manner, just when it is needed; not too early, because by the time it is used it would be out-of-date; not too late because the user will not be able to incorporate it into his/her decision-making. 

• Appropriateness: Information must be relevant to the person who is using it. It must be within the sphere of his/her activities so that it can be used to reduce uncertainty in his/her decision-making. 

• Accuracy: Accuracy costs. We don't always need 100% accurate information so long as we know the degree of accuracy it represents (eg: + or - 5%). (Remember the value of information). 

• Conciseness: Information should always contain the minimum amount of detail that is appropriate for the user. Too much detail causes information overload. 

• Frequency: Frequency is related to timeliness. Too often the information presented is linked to the calendar (end of the week, beginning of the month); its frequency should be synchronized with the timing of the decision making of the user. 

• Understandability: The format and presentation of information are very important. Some people prefer tabular information, whereas others may need it in a graphical form. Also the use of colors enhances the understandability of what is presented.

• Relevant: It pertains to the particular problem. What data is relevant depends on the decision-making model used. E.g. university admissions officials may choose to consider the results of some high-school test irrelevant, if they believe that it does not improve the chances of some applicant later becoming a successful student. 

• Complete: All the relevant parts are included. E.g. marketing data about household incomes may lead to bad decisions, if not accompanied by consumption habits of the target population. 

• Current: Decisions are often based on the latest information available 

• Economical: The costs of gathering information should be justified by the overall benefits 

4. What is a System? 

A system is a group of interrelated components working together toward a common goal by accepting inputs and producing outputs in an organized transformation process. System will have the following basic interacting components (functions): 1. Input 2. Processing 3. Output 4. Feedback 5. Control 

The following example will give you better understanding about System. Example: Sales Force Automation System (SFAS) Suppose you are a regional manager who supervises 100 salespersons in Mumbai. Your company's headquarters are located in Chennai. Your performance is daily evaluated by the headquarters. You are compared with managers in other regions such as Delhi, Kolkata etc. Your company publishes various books: encyclopedia, children's books, etc. In short, the headquarters are not interested in each salesperson's performance. All they care about is your performance, i.e. the regional sales results. In order to save your job, you have to keep increasing sales. You have to motivate, encourage, help, and discipline salespeople in Mumbai, if they perform, your job is secured. If they don't perform, you will be fired. 
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5. Components of an IS 

In an organization, information systems consist of the following components. These components will formulate a system, which will help us to gather the required information for making decision in various levels of management. We will now see these components in brief and discuss them in detail in the later lectures. 

• Data - Input that the system takes to produce information 

• Hardware - Computer itself and its peripheral equipment: input, output, storage devices; includes data communication equipment 

• Software - Sets of instructions that tell the computer how to input, process, output and store data 

• Communication networks - Hardware and software specializing in transmission and reception of electronic data 

• People - IS professionals and users who design, construct, operate and maintain IS 

• Procedures - Rules to process data, e.g. priorities in running different applications, security measures, routines for malfunctioning IS, etc. 

6. Information System Resources: 

Every Information System is equipped with the following resources. The goals of information systems can be easily achieved by employing these resources to their optimum level by keeping in view that the purpose of using IS in an organization. 

• People Resources 
o End users 

o IS specialists 

• Hardware Resources 
o Machines 

o Media 

• Software Resources 
o Program 

􀂃 Operating Systems (OS) 

􀂃 Examples: Windows, Unix, etc. 

􀂃 Application Software 

􀂃 Examples: Excel, Access, MS-Word, etc. 

􀂃 Application software that makes people buy computers that can run the software. 

􀂃 Example 1: Excel
􀂃 Example 2: email system. To use an email system (software), people buy computers. 

o Procedures: 

􀂃 Operating instructions for the people who will use an information system. 

􀂃 Examples: Instructions for filling out a paper form or using a software package. 

• Data Resources: 

o Data vs. Information 

1. Data: 

􀂃 Raw facts, observations, business transactions 

􀂃 Objective measurements of the attributes (characteristics) of entities (people, places, things, events, etc.) 

􀂃 Attributes can be last name, first name, gender, etc. for an entity of "people." 

2. Information: 

􀂃 Data that have been converted into a meaningful and useful context for specific end users. 

􀂃 Processed data placed in a context that gives it value for specific end users. 

1. Its form is aggregated, manipulated, and organized. 

2. Its content is analyzed and evaluated. 

3. It is placed in a proper context for a human user. 

• Network Resources: 

o Communications media 

o Communications processors 

o Network access & control software 

7. Why Information Systems? 
Ask managers to describe their most important resources and they'll list money, equipment, materials, and people - not necessarily in that order. It's very unusual for managers to consider information an important resource and yet it is. The following will explain why you need to manage this resource as closely as any other in the organization.

The Competitive Business Environment 
In today’s world computers are all over the organization - one on every desk. It's not enough for you to know how to pound a keyboard or click a mouse. It is not even enough for you to know how to surf the Web. Now every employee, including you, must know how to take advantage of Information Systems to improve your organization and to leverage the available information into a competitive advantage for your company. 

Emergence of the Global Economy 

Next time you purchase a product, any product, look at the fine print and see where it's made. It could be China, or the Philippines, or India, or even in the USA. You can disagree with the many manufacturing jobs that are being moved from the U.S. to foreign countries. But look at the vast number of jobs that are being created in this country. Maybe they aren't the traditional factory jobs we're used to. In fact, many of our new jobs are in the information industry. Many of them service whole new markets that didn't exist just a few years ago. There was no position called "Webmaster" in 1991 because the Web didn't exist. But now, that particular job category is one of the fastest growing in the overseas. The global economy is being made possible by technology. And that's why it's so important that you understand how to use Information Systems Technology instead of just computer technology. 

Transformation of Industrial Economies 

"In a knowledge- and information-based economy, knowledge and information are key ingredients in creating wealth." Think back to the early 1900s when the horse and buggy were the main form of transportation. Along came a guy named Ford who built a whole new industry around the automobile. Many jobs, such as horse groomers, horse shoers, and buggy manufacturers, were lost forever. Now think about all the new jobs that were created - not just in the factories but all the other businesses associated with the car. The people in the horse and buggy industry adapted, retrained for the new jobs, and the whole country changed. 

The same thing is happening now with the information industry. Many of the new jobs that are being created have better working conditions, better pay, and more advantages than the old jobs had. You just have to be equipped to take advantage of the situation. You have to take advantage of retraining opportunities. You have to gain the skills necessary for the transformation of the industries that have been a mainstay of this country. It's not that hard - it just takes a lot of hard work. 

We often think of industries such as manufacturing and financial institutions as information-based. But even farmers and ranchers in this country are learning information-based skills so that they can become more efficient and cut costs. They are taking advantage of the technological explosion by using computers and Global Positioning Systems on their farms and ranches to increase crop yields or reduce workloads. They're catching on to the idea that Information Systems are a key to success. 

Transformation of the Business Enterprise 

You can't help but know about the entire job cuts occurring in our country. It seems like every week we hear about thousands and thousands of people losing their jobs. Back in the 80s most of the job losses were in the blue-collar sector. In the 90s it seems many of the cuts are being made in the white collar, management jobs. Why? Think about it. Technology, to a large extent, has driven organizations to change the way they operate and that includes the way they manage. We're going to take an in-depth look at how organizations work and how they've been transformed by technology. 

But it isn't always bad! You just have to ask yourself this question: "With all the job losses in the last few years, many driven by technological changes, why has the Indian unemployment rate dropped to it's lowest in decades and remained so low?" 
8. Managers and Information Systems 
Managers must take IS in the context of business activities and purposes and use information as a resource, like money, equipment or energy. 

Managers must use IS to: 

• access information 

• interprete information 

• incorporate information in decision making 

Managers must exploit IS because of: 

• rapid changes in technology 

• intense international competition 

• faster product life cycles 

• more complex and specialised markets 

Managers: 

• are responsible for investments in IS 

• need to be proactive and selective 

• must understand how IS are used in the functional areas of business. 

9. Business Trends

Changing business environment

- Specialization

- Management by Methodology and Franchises

- Object Orientation

- Decentralization and Small Business

- Temporary Workers

- Internationalization

- Service-Oriented Business

- Re-engineering

- Need for faster responses and flexibility

Specialization
–Increased demand for technical skills

–Specialized MIS tools in demand

–Increased communication

Methodology & Franchises
–Reduction of middle management

–Increased data sharing

–Increased analysis by top management

–Re-engineering is done for making business processes effective and efficient.

Decentralization & Small Business

–Communication needs have increased

–Lower cost of management tasks is needed

–Low maintenance of technology is required

Temporary Workers
–Managing through rules

–Finding and evaluating workers

–Coordination and control

–Personal advancement through technology

–Security: Importance of security has increased.

Internationalization has bought in

–Communication improvement

–Product design focus

–System development and programming importance

–Sales and marketing.

Service Orientation
–Management jobs are information jobs

–Customer service requires better information

–Speed

10. Global Perspective:

Many organizations are expanding their operations beyond national borders. There is a need to have an integrated information system. Organizations do not have to a “head office” located in any one country. Information technology allows for communications and information dissemination between these offices. Networks and communications allow information to move around the globe unimpeded.

11. Business Perspective:

Organizations: We must understand the nature, the purpose, and the structure of the organizations that will use the IS.

People: We must understand how they use the IS, why they use the IS, and it affects their jobs and daily activities

Technology: We must understand the capabilities, limitations, and functionality of the technology that underlies the IS.

Summary: 
Information Literacy is more than just clicking a mouse, pounding the computer keyboard, or surfing the Web. It's about integrating various elements of an organization, technical and non-technical, into a successful enterprise. As a successful manager you must concentrate on all three parts of the Information Systems triangle (hardware, software, and people) and integrate them into a single, cohesive system that serves the needs of the organization, the wants of the customer, and the desires of the employees. The more complex, the harder to manage, but the greater the payoff. 

Assignment 1:

Case 1 Each morning, you are supposed to submit a daily report to the headquarters. In the report, you should include the total sales made in Mumbai yesterday, and sub-total of each category (encyclopedia, children's books, etc.). • At the end of each day, a salesperson submits his sales record to the Mumbai regional office. • The record is added to compute the total sales, and also summarized in terms of book category. 

• The total sales, and sub-total sales in terms of book category, are presented in the daily report. • Here, the daily record submission indicates "INPUT" in a system. • Adding and summarizing indicates "PROCESSING" in a system. • Reporting indicates "OUTPUT" in a system. 

Case 2: • In order to increase sales, you decided to implement a kind of performance evaluation program, which is intended to motivate and discipline the salespersons under your supervision. • According to the program, if a salesperson makes daily sales greater than one million, he will be awarded a gift certificate of Ebony Department Store. On the other hand, if a salesperson makes daily sales less than one hundred thousand rupees, he will be given a warning. If he makes a sales less than one hundred thousand rupees two days in a row, a more serious warning letter will be sent to him. If he makes sales less than one hundred thousand rupees three days in a row, he will be fired. • If you manually check all the sales records to comply the new performance evaluation program, most of your time will be occupied by processing the data and paperwork. • In other words, you will have no time to do anything else: reading a new book, learning new things, or playing golf, etc. • In contrast, if you develop an information system that can carry out the performance evaluation program, your life will be much easier. The program is now automated with a computer-based information system. 

* A major difference between this new system in Case 2 and the previous system in Case 1 is that feedback and control functions are added to the new information system.






System Concept:

1. Systems Concepts 
Let us see the very simple meaning of any system. A system is a set of inter-dependent components (some of which may be systems in their own right), which collectively accomplish certain objectives. 

In other terms we can say that a system is an integrated set of components, or entities, that interact to achieve a particular function or goal. Systems have characteristics such as boundaries, outputs and inputs, methods of converting inputs into outputs, and system interfaces. Systems are composed of interrelated and interdependent subsystems. 

Examples of systems are all around us-in fact; an excellent example is your class. The components of the classroom situation, including an instructor, the students, textbooks, and facilities, all interact to make the accomplishment of learning goals possible. Example: A Classroom System 

A business is also a system. A business uses resources such as people, capital, ma-terials, and facilities to achieve the goal of making a profit. Business procedures, such as order handling, marketing research, financial planning, and manufacturing, are the interactions that need to be managed to achieve this objective. 

2. Components of a system which are common to all kinds of system. 

2.1 System Boundaries 

Every system has a boundary that defines its scope of activities. For example, the ac-tivities in your class include lectures, discussion, continuous evaluation, grading, and preparation of assigned course work. These activities may represent the boundary of the system for which a teacher is responsible. Within the system of the classroom, the teacher is responsible for organizing class time, assigning homework to students, and evaluating student progress. The boundary, then, delineates an area of responsibility. When defining a system, you must establish a boundary. 

2.2 Systems and Sub Systems
Systems may consist of numerous subsystems, each of which has elements, interac-tions, and objectives. Subsystems perform specialized tasks related to the overall objectives of the total system. For example, an educational system may consist of individual courses that are subsystems. Each course provides specific knowledge that is a part of the overall educational system and contributes to its goals. 

2.3 Outputs and Inputs 

The inner workings of a system or subsystem are organized to produce outputs from inputs. In this conversion process, some value or utility should be added to the inputs. For example, a training program should produce trained employees with certain skills, knowledge, or behavior from its inputs-untrained employees 

The outputs of one subsystem usually become inputs into the next. The outputs of a course in introductory data processing concepts, for instance, become inputs into the next course in Java programming. 

As you would expect, the outputs of a subsystem have to adhere to certain standards to be acceptable to the next. If students coming out of the introductory data processing course don't understand basic concepts of file organization and file processing, they won't have the prerequisite skills needed for Java. If they were not permitted to enter Java until they meet certain standards, though, the problem would be alleviated. The more exactly standards are adhered to; the easier it will be to interface the two courses, or subsystems. 

2.4 Subsystem Interface 

An interface is a connection at system or subsystem boundaries. An interface serves as a medium to convey the output from one system to the input of another system. An example will help clarify this concept. Two typical business systems that interface with each other are inventory control and purchasing. If inventory levels drop below a certain level, then additional stock of these items should be purchased. Purchasing will need to know what quantity of a particular item to obtain to replenish the stock and information on sales and inventory turnover to learn which items are in greatest demand so these items can be replenished on a timely basis. An inventory control system will provide information on stock to be reordered based on sales and inventory turnover trends. 

However, if the inventory control subsystem triggers erroneous information about the amount of stock to be reordered, then inputs into purchasing will be wrong. This problem can be partially overcome by establishing an economic order quantity, or the quantity of an item that is most economical to buy, for each item in inventory. This quantity, derived from order history and inventory turnover rate, can serve as a standard and prevent reordering too much or too little stock. 

2.6 System and its Environment 
The system's environment consists of people, organizations, and other systems that supply data to or that receive data from the system. Not surprisingly, different managers perceive the environment differently. A sales manager, for example, may envision the system environment to be the company's customers and vendors of the products and services being marketed. On the other hand, the owner of the business may perceive the environment to include the firm's competitors, financial institutions that provide resources for expansion, and government agencies with jurisdiction over company plans and products. Moreover, various kinds of systems may interact with the environment in different ways. 

2.7 System Feedback 
A system needs feedback to do its job. Feedback is an indicator of current perfor-mance rates when compared to a set of standards. With effective feedback, continuing adjustments in the activities of a system can be made to assure that the system achieves its goals. Measuring performance against a standard is an effective control mechanism. Employees need feedback to learn how well they are achieving job goals. Students receive grades or other kinds of evaluations from instructors that show whether the students are meeting course objectives. 

The good thing about feedback is that it usually increases effort. For example, tennis players often perform better when they are keeping score. When salespeople receive positive feedback, it increases their motivation to achieve a sales quota. Negative feedback may also serve a useful purpose. Negative feedback is designed to correct or guide activities that are not consistent with achieving the goals of the system. If salespeople are not achieving quotas, they may want to rethink current sales techniques or reorganize their time. Similarly, if students receive low grades, they may need to improve study habits, obtain tutoring, or enroll in courses that better match their abilities or backgrounds. 

2.8 System Entropy 
Systems can run down if they are not maintained. Systems entropy corresponds roughly to chaos or disorder - a state that occurs without maintenance. If employees do not have opportunities to learn new concepts and techniques, the skills they apply to performing job tasks will become out of date. The process of maintaining a system is a process of decreasing entropy or increasing orderliness. Sending automobile mechanics to training classes to learn new diagnostic techniques is an example of decreasing entropy. Orderliness can be achieved through preventive maintenance checks, such as a yearly physical examination for an employee or a routine tune-up for an automobile, and then taking action as a result of these regular checks. These checks provide valuable feedback to help detect faults or problems when none have been anticipated. Diagnostic tools for equipment and machinery help prevent downtime, which may cause delays in production and cost thousands of dollars in lost business. 

2.9 System Stress and Change 
Systems change over time. Some of these changes occur because of identified problems, new business opportunities, and new management directives. Systems may also change as a result of stresses. The achievement levels needed to meet existing goals may change. For example, because of reduced profit margins on sales, a division sales manager may insist on a sales increase of 10 percent instead of 7 percent to achieve the same profits. The tendency is to localize the stress so that only one subsystem, in this case the division sales force, feels most of the pressure for adjusting to new demands. 

It is easier to deal with change within one subsystem than within the total system because stress may require rethinking existing work methods and organization. In this case the sales manager may have to develop more effective procedures to improve the profitability of sales. The sales manager may recommend cutting down calls to smaller customer accounts and substituting telemarketing to service their needs. Salespeople might need to reallocate their time so they can pay special attention to customers who purchase the most profitable product lines and encourage customers who purchase less profitable lines to look at high-margin products. All these procedures require a close analysis of the current system, changes in work procedures, and effective time management. 

3. Systems concepts in Business 
Now that you have a general picture of how a system works, it will be helpful to look more closely at business systems. The systems approach is a way of analyzing business problems. This approach views the business organization as a system of interrelated parts designed to accomplish goals. Each subsystem is both a self-contained unit and a part of a larger system. Managers must understand the goals of the total system and design the function and subsystems within the total system to accomplish the goals. 

More specifically, management is the practice of organizing resources including people, materials, procedures and machines to achieve objectives. In other words, it entails organizing subsystems to accomplish specific tasks. Using a system approach, a manager organizes various activities of the business into separate organizational subsystems. 

To consider an example, the market research subsystem of the business may obtain information from the customers about modifications that about to be made in the firm’s products and services. The market research subsystem can transmit this information to the manufacturing subsystem that builds product design changes into its processes. Finally, the marketing subsystem sells the finished products to the customers. If technical problems occur, the service subsystem may need to provide follow-up support. The interactions among these functional subsystems are depicted in the following figure. 

Systems concept in Business:


[image: image2]
4. Information System as a Sub System 
An information system consists of components that interact to achieve the objective of providing information about day-to-day activities that managers can use to control business operations. Information systems can also provide information to enable managers to allocate resources and establish long-range business plans. An information system contains such elements as hardware, software, personnel, databases, and procedures to accomplish its objectives. The hardware consists of the computer and computer-related activities. Software consists of the instructions that the hardware uses to process information. Software includes both application software and system software. Application software consists of the programs written to support specific business functions, such as order entry, inventory control, and accounts receivable. System software enables the hardware to run application software. System software consists of the programs that handle such functions as sorting data, converting programs into the machine language the computer can understand, and retrieving data from storage areas. 

A general model of an information system is shown below. 
[image: image3]
5. Some basic concepts & strategies in the study of systems 
 Abstraction: We have developed an exceptionally powerful technique for dealing with complexity. We abstract from it. Unable to master the entirety of a complex object, we choose to ignore the inessential details, dealing instead with the generalized, idealized model of the object. 

 Formality: Rigor at each stage in the development of a system. 

 Divide and conquer: Divide a complex problem into a set of simpler problems that can be solved. 

Hierarchical ordering: Order the simplification of the problem in ``divide & conquer" in hierarchies. 

Cohesion & coupling: Modularise the system such that interactions within components (cohesion) is maximised and interactions between components (coupling) is minimised. This way, the impact of errors, when they arise, is localised and does not cascade through the system. Diagnosis of offending components is also made easier. 

Information hiding: Each module (or subsystem) must have available to it just the information that is needed by it. Similarly only the person authorized to see the information should be able to see it.

Conceptual integrity: Consistency in design, formation, reporting(Similar to formality) 

Completeness: Ensuring that the design meets all the specifications. 

Logical independence: Emphasis on the statement of system objectives in terms of logical functions independent of physical implementation. 

Correctness & Efficiency: Correct in the sense that the design meets all the user requirements. Efficient is that the system accomplishes the objectives with minimum computing resources. 

6. Information System & Organization:
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Example: 
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7 Types of Information Systems 
Information systems can be classified in many ways, but for our purposes here, we will consider their classifications based on the mode of processing, on the system objectives, and on the nature of interaction of the system with its environment. 

7.1 Classification by mode of processing 
• Batch processing systems: The transactions are collected as they occur, but processed periodically, say, once a day or week. 

• On-line batch systems: The transaction information is captured by on-line data-entry devices and logged on the system, but it is processed periodically as in batch processing systems. 

• On-line Real-time systems: The transaction data capture as well as their processing in order to update records (and generate reports) is carried out in real-time as the transaction is taking place. 

7.2 Classification by System Objectives 
• Transaction Processing Systems: Their objective is to process transactions in order to update records and generate reports, i.e., to perform score-keeping functions. 

• Decision Support Systems: Their objective is to support the managerial decisions. Usually, these systems are based on a model of the decision-making domain, and utilize techniques from management science, finance or other functional areas of business in order to build such models. These systems are also used often for attention-directing purposes, i.e., for directing the attention of managers to a problematic aspect of operations. 

• Expert Systems: These systems incorporate expertise in order to aid managers in diagnosing problems or in problem solving. 

7.3 Classification based on the nature of interaction with environment 
• Transformational Systems: These are systems that transform inputs received from the environment in order to generate reports (output). 

• Reactive Systems: These are systems characterized by being, to a large extent, event-driven, continuously having to react to external and internal stimuli. 

The components of accounting systems such as payroll, general ledger are, usually batch processing systems, and also transaction processing systems that are transformational systems. Systems for determination of sample sizes for audit testing, on the other hand may be decision support systems. Systems aiding provision for doubtful accounts (or loan loss reserves for financial institutions) may be expert systems. 

8. Components of specifications 
Specification of an information system is given by their: 

• Structure: How it is organised. 

• Function: What it does. 

• Behavior: How it responds to events and stimuli. 

• Data: Its meaning and organization. 

Most tools co-ordinate information systems projects through a project or system dictionary. The function of the dictionary is to standardise the use of terms throughout the organisation and to serve as a repository of all common information in the project. It enforces consistency as well as (relative) completeness of the specifications, and facilitates verification & validation of such specifications. It also serves as a means of communication between the different persons on the information systems building team.  

9. Systems approach in problem solving.
 The systems approach is a valuable method of problem solving that takes into account the goals, environment, and internal workings of the system. The systems approach to problem solving involves the following steps: 

􀂃 Define the problem. 

􀂃 Gather data describing the problem. 

􀂃 Identify alternative solutions. 

􀂃 Evaluate these alternatives. 

􀂃 Select and implement the best alternative. 

􀂃 Follow up to determine whether the solution is working. 

We can understand how the systems approach works by applying it to a problem that the microcomputer dealer might experience. 

Define the Problem The first step in the systems approach to problem solving is to define the problem. Defining the problem is one of the most important parts of the system study, because if the wrong problem is identified, the entire effort to change the system will be off track. At the outset, some of the problems that are identified may be symptoms of the real problem. In order to distinguish between symptoms and problems, it is necessary to gather data describing the problem. Let's say that in this case the owner is concerned about the fact that many of the salespeople are not meeting their quotas. She decides to start a systems study by collecting more information about the problem. Gather data describing the problem The owner may study the environment, current standards, management, input re-sources, and internal procedures to gain an understanding of the problem. The first place the owner might look is the environment. The environment of the microcomputer dealer includes its vendors, its customers, its competitors, and the local community. From this investigation, the owner might learn that local competitors are selling comparable microcomputers at prices 10 percent to 15 percent less the firm can offer. Next, the owner might look at the dealership's standards to determine if they are valid in the face of the competitive environment. It might turn out that a goal of increasing gross sales by 10 percent for the year is unrealistic when the competition is cutting prices. Another area the owner can analyze is management. The owner needs to learn if the sales manager is doing a good job. If the sales manager is not providing salespeople with effective training and feedback regarding their performance, they may feel frustrated. Input resources are another area that should be analyzed. The owner needs to find out if new sales and technical representatives are being recruited and if these employees are trained to demonstrate computer equipment and software. If new recruits lack knowledge of the technical features of the equipment, for example, they will fail to win new business. If sales materials are not kept up-to-date, customers may not learn about new product features. Work methods and procedures also need to be studied. If salespeople are not trained to follow up on new prospects, the company could lose valuable business. If technical support personnel cannot diagnose and solve service problems on a timely basis, customers may hesitate to purchase more equipment. One of the major problems identified in this case is that competitors are charging lower prices for comparable products. Many of the difficulties the dealer has identified are symptoms of this fundamental problem. To address it, the owner has to identify and evaluate some alternatives.

Identify Alternative Solutions Given the fact that competitors have dropped their prices on comparable microcom-puters, the owner needs to identify some alternatives responses. These alternatives might include the following: 

Alternative 1: Investigate alternative manufacturers of microcomputers to obtain products at a lower cost per unit. 

Alternative 2: Decrease the cost of sales by introducing mail-order sales supported by telemarketing. Use salespersons for large accounts only. Cutting the cost of sales efforts would make it possible to reduce machine prices to a more competitive level 

Alternative 3: Differentiate the dealership's products by offering on-line diagnostic support services for machine failure, service response time within 5 hours on a 24-hour basis, and annual service checks. Each alternative supports a slightly different strategy. Finding lower-cost manu-factured goods represents a cost-cutting strategy. The second alternative, using mail order sales and telemarketing, also supports a low-cost strategy because the cost of mail-order sales would be less than the cost of a large sales staff. Finally, introducing on-line diagnostic support services provides a "value added" feature. Upgraded technical support would justify slightly higher equipment costs. 

Evaluate the Alternatives The owner evaluates the extent to which each alternative enables the organization to achieve its objectives. As we saw, the owner's objective was to increase the overall performance of sales personnel. Purchasing lower-cost products from suppliers would enable the owner to cut prices, as suggested in the first alternative, but would create difficulty at the service end if these microcomputer products were less reliable. This strategy might make it more difficult for salespeople to meet their objectives. Introducing a mail-order program would cut the cost of sales overhead. How ever, the mail-order program would require creating a database of customer prospects and developing specialized promotional materials. This strategy might free sales representatives to concentrate on direct sales to high-potential accounts while using a less costly strategy to maintain the business of smaller accounts. The final alternative would offer customers additional levels of service and technical support that add value to the firm's products. Because service is one of the key criteria for microcomputer selection, this strategy might work. However, it is costly and might not satisfy the needs of economy-conscious small businesses that represent a large potential market share. 

Select and Implement the Best Alternatives Let's say that the owner decides to develop and implement a mail-order program to re-duce the cost of sales overhead to smaller accounts and to enable sales personnel to focus on high potential accounts. This new strategy would require the owner to recruit new customer service representatives or train current employees for telemarketing. The owner would also have to develop and establish customer prospect databases, as well as a system for shipping merchandise, billing, and authorizing credit transactions. 

Follow up to determine whether the solution is working The last step in the systems approach to problem solving is follow-up. In the case of the mail-order sales alternative, the owner needs to determine if the system is meeting its goals. If not, she has to make changes in management, standards, resources, and procedures to achieve the objectives. If either one of the other two alternatives is selected, the owner also needs to follow up to determine if the approach is improving sales. As you can see from this example, the systems approach to problem solving is an important technique for the manager. Every manager needs feedback to determine if the goals of the system are being achieved. One of the most difficult tasks in a systems study is identifying information that managers can use to determine how the system is working. This problem is as true in an organization with a simple structure as it is in a more complex organization. The next section discusses the characteristics of organizations with various structures. 

10 Summary 

Systems concepts provides a foundation for understanding information systems in general and management information systems in particular. Managers have to understand systems, their objectives, their components, and their activities. Information about how a system is working provides tem with the feedback they need to allocate resources to achieve their business objectives. Depending on the objectives of a system, its components, standards, and interactions may differ. We have seen that an information system provides feedback about the activities of the business. Information Systems have the same characteristics as the other systems, including inputs and outputs, processes hat transform inputs into outputs and methods of system control. In designing an information system, the outputs must be defined to provide feedback for the business system. Managers use this feedback to reorganize, simplify, and improve activities in the business system so that the system can achieve goals more effectively. In the information-based organization, managers must define their information needs and use information as feedback.
Assignment 2:

1. Strategic data required by the middle management of coca-cola company.

2. Strategic data required by the top management in any retail company.





System Development Life Cycle & Models
Systems Analysis and Design is a systematic approach to identifying problems, opportunities, and objectives; analyzing the information flows in organizations; and designing computerized information systems to solve a problem. Systems Analysts act as outside consultants to businesses, as supporting experts within a business, and as change agents. Analysts are problem solvers, and require good communication skills. 

A problem is an undesirable situation that prevents the organization from fully achieving its purpose, goals, and objectives. 

An opportunity is the chance to improve the organization even in the absence of specific problems. (Some might argue that any unexploited opportunity is, in reality, a problem.) 

A directive is a new requirement imposed by management, government, or some external influence. (Some might argue that a directive until it is fully complied with is, in reality, a problem.) 

System Development Life Cycle: There is a fundamental dilemma faced by anyone developing a computer application. Most problems are so large they have to be split into smaller pieces. The difficulty lies in combining the pieces back into a complete solution. Often each piece is assigned to a different team, and sometimes it takes months to complete each section. Without a solid plan and control, the entire system might collapse. Thousands of system development projects have failed or been canceled because of these complications. Partly because of the problems that have been encountered in the past, and partly because of technological improvements, several techniques are available to develop computer systems. The most

formal approach is known as the systems development life cycle (SDLC). Large organizations that develop several systems use this method to coordinate the teams, evaluate progress, and ensure quality development. Most organizations have created their own versions of SDLC. Any major company that uses SDLC also has a manual that is several inches thick (or comparable online documentation) that lays out the rules that MIS designers have to follow. Although these details vary from firm to firm, all of the methods have a common foundation. The goal is to build a system by analyzing the business processes and breaking the problem into smaller, more manageable pieces. Improvements in technology improve the development process. The powerful features of commercial software make it easier to build new applications. Programmers and designers can work with larger, more powerful objects. For example, instead of programming each line in Java, a report can be created in a few minutes using a database management system or a spreadsheet. 
Prototyping is a design technique that takes advantage of these new tools. The main objective of proto typing is to create a working version of the system as quickly as possible, even if some components are not included in the early versions. The third method of creating systems, end-user development relies on users to create their own systems. This method typically uses advanced software (such as spreadsheets and database management systems) and requires users who have some computer skills. It is important to be careful when you implement any new system. Case studies show that major problems have arisen during implementation of systems. In fact, some organizations have experienced so many problems that they will deliberately stick with older, less useful systems just to avoid the problems that occur during implementation. Although changes can cause problems, there are ways to deal with them during implementation. There have been some spectacular failures in the development of computer systems. Projects always seem to be over budget and late. Worse, systems are sometimes developed A systems analyst facilitates the development of information systems and computer applications. The systems analyst performs systems analysis and design. Systems analysis is the study of a business problem or need in order to recommend improvements and specify the requirements for the solution. 

System design is the specification or construction of a technical, computer-based solution as specified by the requirements identified in a systems analysis. Personal qualities helpful to systems analysts include: 

• Problem-solving abilities 

• Communication skills 

• Computer/IT experience 

• Self-discipline and Self-motivation 

• Project management capabilities 

Systems are enhanced for a number of reasons: 


• adding features to the system 


• business and government requirements change over time 


• technology, hardware and software are rapidly changing 

System Life Cycle – Stages and Activities Let us have a quick look at the stages every system is going through in its lifetime in any organization.
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If we are analyzing these stages we might come across the following activities done in developing, implementing and maintaining a system. These activities are sequential in happening during the process of developing any type of systems. 

1. Identify problems, opportunities, and objectives 

2. Determine Information Requirements 

3. Analyze System Needs 

4. Design the Recommended System 

5. Develop and Document the Software 

6. Implement and Evaluate the System 

7. Maintain the System 

Once we know the activities involved in the Development of Systems, it becomes necessary to know how these activities are carried out by the companies. There are various methods or options a company can have for developing and implementing its information systems. Let us see some of the practices mainly followed by many of the successful companies. 

Build IS vs. Buy IS 
Although most of the companies capable enough to develop their own systems, an increasingly popular alternative is to acquire systems developed by an outside vendor. 

The advantage of developing your own system in-house is that it can be customized to the exact requirements of your own organization. When you purchase it from an outside party it may be a bit more generic and the organization may have to adapt its ways to the limitations of the software and other tools used. 

However, by purchasing systems off the shelf or from a vendor the organization avoids the costs of in-house development. To some extent the development costs are spread out among all of the vendor's customers. Also, the organization may have the benefit of buying systems that already has a proven track record in similar organizations. 

Even so, selection of new system for an organization is never a trivial matter. Alternative solutions must be evaluated carefully, studying costs and benefits and making a determination of 

feasibility. The same knowledge and experience that an analyst would use to design a new system must be used to select a system that most closely meets the needs and objectives of the organization. And, regardless of whether the software is written in-house or purchased from the outside, the transition to a new system is always a serious challenge for any organization. A more recent variation is the idea of neither building nor buying, but rather "renting" solutions from an Application Service Provider (ASP). Unlike traditional software licensing in which an organization takes possession of a copy of the software and runs it on its own computer, the distinguishing characteristic of renting this from an ASP is that the system remains at the vendor's site, runs on the vendor's hardware, and is used over a wide-area network or the Internet. An Application Service Provider, then, is an independent third-party provider of software-based services which are delivered to customers across a network. An ASP is a supplier who makes applications available on a subscription basis. An ASP rents the use of an application, providing all aspects of deployment and maintenance. While this kind of arrangement frees the organization from having to be concerned about the expense (in money, time, and human resources) of software upgrades and maintenance, a major concern becomes network bandwidth. Since the application is run across the network, instead of on a local machine, any network congestion or slowdown will directly affect response time for the end user. Another concern is data security. Businesses are sensitive to the matter of personal customer data and proprietary information traveling over network lines. And, depending on the nature of the application, unless it is possible to isolate or partition the executable from the data, an organization's data may end up being stored on off-site computers. If so, is the data secure and protected against loss or improper access? Now you are having a clear idea about the ways we can develop our information systems and the areas to consider in making a decision about it. Let us now proceed with the System Development Activities in Detail. 
Typical Tasks in the Development Process Life Cycle Professional system developers and the customers they serve share a common goal of building information systems that effectively support business process objectives. In order to ensure that cost-effective, quality systems are developed which address an organization’s business needs, developers employ some kind of system development Model to direct the project’s life cycle. 
Typical activities performed include the following: 
• System conceptualization 
• System requirements and benefits analysis 
• Project adoption and project scoping 
• System design 
• Specification of software requirements 
• Architectural design 
• Detailed design 
• Unit development 
• Software integration & testing 
• System integration & testing 
• Installation at site 
• Site testing and acceptance 
• Training and documentation 
• Implementation 
• Maintenance

After seeing all the above activities, it is time to know about the methodology or approach which can be used in System Development. All these methodologies are using some of the above tasks through which they all achieve 100 % in System Development. 
Approaches in System Development (Models)

 Ad-hoc Development Early systems development often took place in a rather chaotic and haphazard manner, relying entirely on the skills and experience of the individual staff members performing the work. Today, many organizations still practice Ad-hoc Development either entirely or for a certain subset of their development (e.g. small projects). With Ad-hoc Process Models, “process capability is unpredictable because the software process is constantly changed or modified as the work progresses. Schedules, budgets, functionality, and product quality are generally (inconsistent). Performance depends on the capabilities of individuals and varies with their innate skills, knowledge, and motivations. There are few stable software processes in evidence, and performance can be predicted only by individual rather than organizational capability.” Even in undisciplined organizations, however, some individual software projects produce excellent results. When such projects succeed, it is generally through the heroic efforts of a dedicated team, rather than through repeating the proven methods of an organization with a mature software process. In the absence of an organization-wide software process, repeating results depends entirely on having the same individuals available for the next project. Success rests solely on the availability of specific individuals provides no basis for long-term productivity and quality improvement throughout an organization. 
The Waterfall Model The Waterfall Model is the earliest method of structured system development. Although it has come under attack in recent years for being too rigid and unrealistic when it comes to quickly meeting customer’s needs, the Waterfall Model is still widely used. It is attributed with providing the theoretical basis for other Process Models, because it most closely resembles a “generic” model for software development. The Waterfall Model consists of the following steps: 
• System Conceptualization. System Conceptualization refers to the consideration of all aspects of the targeted business function or process, with the goals of determining how each of those aspects relates with one another, and which aspects will be incorporated into the system. 
• Systems Analysis. This step refers to the gathering of system requirements, with the goal of determining how these requirements will be accommodated in the system. Extensive communication between the customer and the developer is essential. 
• System Design. Once the requirements have been collected and analyzed, it is necessary to identify in detail how the system will be constructed to perform necessary tasks. More specifically, the System Design phase is focused on the data requirements (what information will be processed in the system?), the software construction (how will the application be constructed?), and the interface construction (what will the system look like? What standards will be followed?). 
• Coding. Also known as programming, this step involves the creation of the system software. Requirements and systems specifications from the System Design step are translated into machine readable computer code.

• Testing. As the software is created and added to the developing system, testing is performed to ensure that it is working correctly and efficiently. Testing is generally focused on two areas: internal efficiency and external effectiveness. The goal of external effectiveness testing is to verify that the software is functioning according to system design, and that it is performing all necessary functions or sub-functions. The goal of internal testing is to make sure that the computer code is efficient, standardized, and well documented. Testing can be a labor-intensive process, due to its iterative nature. 
Problems associated with the Waterfall Model Although the Waterfall Model has been used extensively over the years in the production of many quality systems, it is not without its problems. In recent years it has come under attack, due to its rigid design and inflexible procedure. Let me tell you the problems associated with the waterfall model below: 
• Real projects rarely follow the sequential flow that the model proposes. 
• At the beginning of most projects there is often a great deal of uncertainty about requirements and goals, and it is therefore difficult for customers to identify these criteria on a detailed level. The model does not accommodate this natural uncertainty very well. 
• Developing a system using the Waterfall Model can be a long, painstaking process that does not yield a working version of the system until late in the process. 
Iterative Development The problems with the Waterfall Model created a demand for a new method of developing systems which could provide faster results, require less up-front information, and offer greater flexibility. With Iterative Development, the project is divided into small parts. This allows the development team to demonstrate results earlier on in the process and obtain valuable feedback from system users. Often, each iteration is actually a mini-Waterfall process with the feedback from one phase providing vital information for the design of the next phase. In a variation of this model, the software products which are produced at the end of each step (or series of steps) can go into production immediately as incremental releases. 
Problems associated with the Iterative Model While the Iterative Model addresses many of the problems associated with the Waterfall Model, it does present new challenges. Let us see them as follows: • The user community needs to be actively involved throughout the project. While this involvement is a positive for the project, it is demanding on the time of the staff and can add project delay. • Communication and coordination skills take center stage in project development. Informal requests for improvement after each phase may lead to confusion -- a controlled mechanism for handling substantive requests needs to be developed. • The Iterative Model can lead to “scope creep,” since user feedback following each phase may lead to increased customer demands. As users see the system develop, they may realize the potential of other system capabilities which would enhance their work. 
Variations on Iterative Development A number of Process Models have evolved from the Iterative approach. All of these methods produce some demonstrable software product early on in the process in order to obtain valuable feedback from system users or other members of the project team. We will see them below. 
Prototyping 
The Prototyping Model was developed on the assumption that it is often difficult to know all of your requirements at the beginning of a project. Typically, users know many of the objectives that they wish to address with a system, but they do not know all the nuances of the data, nor do they know the details of the system features and capabilities. The Prototyping Model allows for these conditions, and offers a development approach that yields results without first requiring all information up-front. 

When using the Prototyping Model, the developer builds a simplified version of the proposed system and presents it to the customer for consideration as part of the development process. The customer in turn provides feedback to the developer, who goes back to refine the system requirements to incorporate the additional information. Often, the prototype code is thrown away and entirely new programs are developed once requirements are identified. There are a few different approaches that may be followed when using the Prototyping Model: creation of the major user interfaces without any substantive coding in the background in order to give the users a “feel” for what the system will look like, development of an abbreviated version of the system that performs a limited subset of functions; development of a paper system (depicting proposed screens, reports, relationships etc.), or use of an existing system or system components to demonstrate some functions that will be included in the developed system. Now, we will see the various steps involved in Prototyping. 

• Requirements Definition/Collection. It is Similar to the Conceptualization phase of the Waterfall Model, but not as comprehensive. The information collected is usually limited to a subset of the complete system requirements. 

• Design. Once the initial layer of requirements information is collected, or new information is gathered, it is rapidly integrated into a new or existing design so that it may be folded into the prototype. 

• Prototype Creation/Modification. The information from the design is rapidly rolled into a prototype. This may mean the creation/modification of paper information, new coding, or modifications to existing coding.

• Assessment. The prototype is presented to the customer for review. Comments and suggestions are collected from the customer. 

• Prototype Refinement. Information collected from the customer is digested and the prototype is refined. The developer revises the prototype to make it more effective and efficient. 

• System Implementation. In most cases, the system is rewritten once requirements are understood. Sometimes, the Iterative process eventually produces a working system that can be the cornerstone for the fully functional system. 

Problems associated with the Prototyping Model Like other methods, prototyping is also having the following problems. 

• Prototyping can lead to false expectations. Prototyping often creates a situation where the customer mistakenly believes that the system is “finished” when in fact it is not. More specifically, when using the Prototyping Model, the pre-implementation versions of a system are really nothing more than one-dimensional structures. The necessary, behind the-scenes work such as database normalization, documentation, testing, and reviews for efficiency have not been done. Thus the necessary underpinnings for the system are not in place. 

• Prototyping can lead to poorly designed systems. Because the primary goal of Prototyping is rapid development, the design of the system can sometimes suffer because the system is built in a series of “layers” without a global consideration of the integration of all other components. 

Variation of the Prototyping Model A popular variation of the Prototyping Model is called Rapid Application Development (RAD). RAD introduces strict time limits on each development phase and relies heavily on rapid application tools which allow for quick development.

The Exploratory Model In some situations it is very difficult, if not impossible, to identify any of the requirements for a system at the beginning of the project. Theoretical areas such as Artificial Intelligence are candidates for using the Exploratory Model, because much of the research in these areas is based on guess-work, estimation, and hypothesis. In these cases, an assumption is made as to how the system might work and

A distinguishing characteristic of the Exploratory Model is the absence of precise specifications. Validation is based on adequacy of the end result and not on its adherence to pre-conceived requirements. The Exploratory Model is extremely simple in its construction; it is composed of the following steps: 
• Initial Specification Development. Using whatever information is immediately available, a brief System Specification is created to provide a rudimentary starting point. 
• System Construction/Modification. A system is created and/or modified according to whatever information is available. 
• System Test. The system is tested to see what it does, what can be learned from it, and how it may be improved. 
• System Implementation. After many iterations of the previous two steps produce satisfactory results, the system is dubbed as “finished” and implemented. 
Problems associated with the Exploratory Model There are numerous criticisms of the Exploratory Model: 

• It is limited to use with very high-level languages that allow for rapid development, such as LISP. 

• It is difficult to measure or predict its cost-effectiveness. 

• As with the Prototyping Model, the use of the Exploratory Model often yields inefficient or crudely designed systems, since no forethought is given as to how to produce a streamlined system. 
The Spiral Model The Spiral Model was designed to include the best features from the Waterfall and Prototyping models, and introduces a new component - risk-assessment. The term “spiral” is used to describe the process that is followed as the development of the system takes place. Similar to the Prototyping Model, an initial version of the system is developed, and then repetitively modified based on input received from customer evaluations. Unlike the Prototyping Model, however, the development of each version of the system is carefully designed using the steps involved in the Waterfall Model. With each iteration around the spiral (beginning at the center and working outward), progressively more complete versions of the system are built. Risk assessment is included as a step in the development process as a means of evaluating each version of the system to determine whether or not development should continue. If the customer decides that any identified risks are too great, the project may be halted. For example, if a substantial increase in cost or project completion time is identified during one phase of risk assessment, the customer or the developer may decide that it does not make sense to continue with the project, since the increased cost or lengthened timeframe may make continuation of the project impractical or unfeasible. The Spiral Model is made up of the following steps: 
• Project Objectives. Objectives are Similar to the system conception phase of the Waterfall Model. Objectives are determined, possible obstacles are identified and alternative approaches are weighed. 
• Risk Assessment. Possible alternatives are examined by the developer, and associated risks/problems are identified. Resolutions of the risks are evaluated and weighed in the consideration of project continuation. Sometimes prototyping is used to clarify needs. 
   Engineering & Production. Detailed requirements are determined and the software piece is developed.
 • Planning and Management. The customer is given an opportunity to analyze the results of the version created in the Engineering step and to offer feedback to the developer. 
Problems associated with the Spiral Model
Due to the relative newness of the Spiral Model, it is difficult to assess its strengths and weaknesses. However, the risk assessment component of the Spiral Model provides both developers and customers with a measuring tool that earlier Process Models do not have. The measurement of risk is a feature that occurs everyday in real-life situations, but (unfortunately) not as often in the system development industry. The practical nature of this tool helps to make the Spiral Model a more realistic Process Model than some of its predecessors. 



SDLC – Steps :

Problem Detection, Initial Investigation, Feasibility Study The system development cycle is driven by the realization that there are deficiencies in the system and these problems need to be addressed. A problem is a gap (variance) between expectation and reality; variance is large enough that it falls outside defined tolerance limits, and therefore is worth the effort/resources/cost needed to be expended to fix it. There are two major problems for which we could do system development. 
• Maintenance: on an existing system 
• Development: building a new or replacement system If the development cycle is driven by the detection of problems, how do we detect them? When we observe: 

• lack of relevancy lack of completeness lack of correctness (accuracy) 

• lack of security lack of timeliness lack of economy 

• lack of efficiency lack of reliability lack of usability 

• throughput: number of error-free transactions per unit of time. How do we observe these things? 
• users may tell us (complaints) 

• take surveys (e.g., questionnaires) 

• managers may tell us (complaints) 

• audits by outsiders

sometimes necessary to alter the existing model to accommodate the change in circumstances, or adopt or combine different models to accommodate the new circumstances. The selection of an appropriate Process Model hinges primarily on two factors: organizational environment and the nature of the application. Frank Land, from the London School of Economics, suggests that suitable approaches to system analysis, design, development, and implementation be based on the relationship between the information system and its organizational environment. There are four categories of relationships are identified which I am explaining below: 
• The Unchanging Environment. Information requirements are unchanging for the lifetime of the system (e.g. those depending on scientific algorithms). Requirements can be stated unambiguously and comprehensively. A high degree of accuracy is essential. In this environment, formal methods (such as the Waterfall or Spiral Models) would provide the completeness and precision required by the system. 
• The Turbulent Environment. The organization is undergoing constant change and system requirements are always changing. A system developed on the basis of the conventional Waterfall Model would be, in part; already obsolete by the time it is implemented. Many business systems fall into this category. Successful methods would include those, which incorporate rapid development, some throwaway code (such as in Prototyping), the maximum use of reusable code, and a highly modular design. 
• The Uncertain Environment. The requirements of the system are unknown or uncertain. It is not possible to define requirements accurately ahead of time because the situation is new or the system being employed is highly innovative. Here, the development methods must emphasize learning. Experimental Process Models, which take advantage of prototyping and rapid development, are most appropriate. 
• The Adaptive Environment. The environment may change in reaction to the system being developed, thus initiating a changed set of requirements. Teaching systems and expert systems fall into this category. For these systems, adaptation is key, and the methodology must allow for a straightforward introduction of new rules. So far, we have discussed about the various models and approaches in System Development. Most of the models are developed around the basic activities in System Development what we have seen earlier. Now, for clear and complete understanding we will see them in detail. 
Problem Detection, Initial Investigation, Feasibility Study The system development cycle is driven by the realization that there are deficiencies in the system and these problems need to be addressed. A problem is a gap (variance) between expectation and reality; variance is large enough that it falls outside defined tolerance limits, and therefore is worth the effort/resources/cost needed to be expended to fix it. There are two major problems for which we could do system development. 
• Maintenance: on an existing system 
• Development: building a new or replacement system If the development cycle is driven by the detection of problems, how do we detect them? When we observe: 

• lack of relevancy lack of completeness lack of correctness (accuracy) 



• lack of security lack of timeliness lack of economy 

• lack of efficiency lack of reliability lack of usability 

• throughput: number of error-free transactions per unit of time. How do we observe these things? 
• users may tell us (complaints) 

• take surveys (e.g., questionnaires) 

• managers may tell us (complaints)

• audits by outsiders


• Used to gather information. 

• Interactive, flexible, adaptable, flexible. 

• Time consuming; non-standardized responses may be difficult to evaluate. 
• The interviewer should have basic objectives. 

• Explain objectives to subject. 

• Give subject time to prepare. 

• Interview should be held in subject's own office or department. 

• Interviewer comments should be noncommittal; neutral, non-leading questions. 

• Avoid premature conclusions, selective perception. 

• Be careful not to accept negative responses too readily. 

• Beware of subjects who try too hard to please. 

• Listen!! 
Questionnaires • Impersonal, often mass-produced. • Response rate may be low (discarded and not returned). • Suitable when number of respondents is large. • Cheaper, faster than interviewing when number of respondents is large. • Useful when the same information is required from all respondents. • produces specific, limited accounts of information. • If the population is very large, it can be sampled. • Samples must be random, not convenient. • Same information can be sought in different ways through multiple questions. • Redundant questions can be compared for consistency of information/responses. • Standardized responses: fill-in-the-blank, multiple choice, rating scales, rankings. • Open-ended responses: more difficult to tabulate • Standardized responses can be tabulated rapidly and analyzed using statistical distribution techniques. 
Observation • A qualified person watches, or walks through, the actual processing associated with the system. • Performance of the people being observed may be affected by the presence of the observer. • Avoid taking notes: can affect the process performance if workers notice notes are being taken. • Information gathered relates directly to observed performance: facts, not opinion. 
Reviewing Existing Documentation • Often there is little to tell you what is happening within the current information system. • Keeping documentation up to date is not always a high organizational priority. Documentation may be out of date. • Many organizations have undocumented/informal procedures. (Formal organization chart vs. what is really happening) 
The Work Environment • Physical arrangement of work areas will provide additional details associated with work flows and job performance. • Information gathered should describe the physical movement of documents, forms, people, or transmitted data within offices where work is done. • One method is to depict the floor plan of the office and trace the work flow onto it. • New systems may disrupt existing work flows. • Human factors: personal relationships may have developed around existing work flows. 
Direct and Indirect Probes • Direct probe (e.g., questionnaires, interviews, in-person observation) • Indirect probe (review existing documentation; taking random samples)

Why indirect probes? Measurement itself can affect what is being measured. Direct investigation can be an interruption to the process or a distraction. Human factors: direct (overt) observation can impact on the performance of the workers. 
System Analysis In order to prepare the systems proposal in an effective way, systems analysts must use a systematic approach to identify hardware and software needs – ascertaining hardware and software needs, identifying and forecasting costs and benefits, comparing costs and benefits, and choosing the most appropriate alternative. In ascertaining hardware and software needs, systems analysts may take the following steps: 
1. Inventory computer hardware already available in the organization. 
2. Estimate both current and projected workload for the system. 
3. Evaluate the performance of hardware and software using some predetermined criteria. 
4. Choose the vendor according to the evaluation. 
5. Acquire the hardware and software from the selected vendor. When inventorying computer hardware, systems analysts should check such items as type of equipment, status of the equipment (on order, in use, in storage, in need of repair), estimated age of equipment, projected life of equipment, physical location of equipment, department or individual responsible for equipment, and financial arrangement for equipment (owned, leased, rented). When evaluating hardware, the involved persons, including management, users, and systems analysts, should take the following criteria into consideration: time required for average transactions (including time for input and output), total volume capacity of the system, idle time of the central processing unit, and size of memory provided. When evaluating hardware vendors, the selection committee needs to consider hardware support, software support, installation and training support, maintenance support, and the performance of the hardware. When evaluating software packages, the selection committee needs to take the following factors into consideration as well as total dollar amount to purchase them. 
They are: performance effectiveness, performance efficiency, ease of use, flexibility, quality of documentation, and manufacturer support. Systems analysts should take tangible costs, intangible costs, tangible benefits, and intangible benefits into consideration to identify costs and benefits of a prospective system. To select the best alternative, systems analysts should compare costs and benefits of the prospective alternatives. Through the use of effectively organizing the content, writing in a professional style, and orally presenting the proposal in an informative way, the analyst can create a successful systems proposal.
After analyzing all these aspects, now being a system analyst or a MIS manager, you have to develop a System Proposal which comprises of the following: 
1. Cover letter 
2. Title page of project 
3. Table of contents 
4. Executive summary (including recommendation) 
5. Outline of systems study with appropriate documentation 
6. Detailed results of the systems study 
7. Systems alternatives (3 or 4 possible solutions) 
8. Systems analysts’ recommendations 
9. Summary 
10. Appendices (assorted documentation, summary of phases, correspondence, etc.) 
When writing a systems proposal, systems analysts should use examples, illustrations, diagrams, tables, figures, and graphs to support main points of the proposal. 
When delivering the oral presentation, systems analysts need to keep the following points in mind: 
• Project loudly enough so that the audience can hear you. 
• Look at each person in the audience as you speak. (eye contact) 
• Make visuals large enough so that the audience can see them. 
• Use gestures that are natural to your conversational style. 
• Introduce and conclude your talk confidently. To overcome anxiety: 
• Be yourself. 
• Speak naturally. 
• Breathe deeply before your presentation. 
• Be prepared. 
System Design and Modularity Systems design is the evaluation of alternative solutions and the specification of a detailed computer-based solution. It is also called physical design). The key to understanding the design phase is to realize you are shifting your focus from understanding the problem to figuring out a cost-effective solution to the problem. Design is especially challenging because you usually have to devise a solution despite all sorts of constraints. For example, you might be told the solution can’t cost more than $100,000, or that it must be implemented in 4 months, or that it must run across the Win, Mac, and Unix platforms, etc. You normally proceed with design in two major steps. First you need to determine a general direction such as building a custom technology solution or buying a packaged one (general design).

Second you need to figure out all the details for going ahead with your general direction such as how to integrate the purchased application into your existing environment or how to build it to meet requirements in a way that minimizes cost of system over its full life cycle (detailed design). This includes both the cost of initial implementation and much larger cost of long term support. At this stage of Design, we should consider the following important concepts which will avoid the flaws in our design. Majority of the system failures happening today are only due to the poor design of systems. 
• Modularity is important because: (1) it allows assignment of different programmers and analysts to separate tasks; (2) small sections can be developed independently; and (3) maintenance causes minimal disruption. 
• Cohesion is how well activities within a single module are related to one another. 
• Optimizing is the process of seeking the perfect solution. Satisfying is the process of seeking a better, but not necessarily perfect, solution. • There are no perfect systems. And, there are always constraints. So, satisfying, not optimizing is the goal of system design. 
Four categories of system flaws • Major anticipated flaws are system functions that were not included in the design because of constraints such as time or cost. • Major unanticipated flaws are the most serious type of system shortcoming which indicates major design and testing deficiencies. • Minor unanticipated flaws are the most prevalent of system shortcomings and are handled by maintenance. • Minor anticipated flaws should not exist. 
Three tactics to use for giving a system design a future orientation: • Build redundancy into the current system. • Maintain a future file on every system. • Develop documentation. After considering all these concepts, we could proceed with the system design which is happening in two phases. The first part is to develop a blueprint of the system and to define the dataflow and controls in the form of diagrams and other representations. After that we will write the computer programs to physically create the system as software package. In this part we will design the form of input, output and the user interface. 
Let us see them in brief below: 
Logical design • Produces a system blueprint • General rather than technical format 
Physical design • Converts the blueprint into the specific detail required to construct the code • Includes specifying complete descriptions of files, input, and output. The systems blueprint may include charts, graphs, and data layouts that describe output documents and reports, input documents that the system will process, computer records required to store processed data, and the sequence and method by which output, input, and storage are linked. Output is the primary purpose of any system. A senior systems analyst is usually in charge of project scheduling for systems design in the case of small projects; a project leader for larger projects. Users should always participate in the design phase because it fosters ownership. Clerical users should be involved in the design of business information systems. At periodic intervals managers and supervisors should give their stamp of approval. The advantage of design teams is that design can be completed in modules. Structured walkthroughs are valuable because they force the analyst to explain step-by-step logic of design; design colleagues provide new ideas or spot flaws that the analyst has overlooked/not noticed; provides an opportunity for analyst to practice explaining the system.

Joint Application Design (JAD) is the design of systems by groups of people meeting together in multiple sessions. Design teams are cross-functional and include both users and designers. Designs are completed more quickly with JAD than through traditional sequential methods. JAD involves a significant amount of planning and coordination. CASE design aids include: graphics (data flow diagrams, structure charts, etc.), screen and document design, file design, rapid prototyping, and code generation. Standard information systems are applicable across a wide range of industries. Tailored information systems must match the specific characteristics of a firm or individual decision makers within the firm. In the top-down approach the designer begins with the total concept and decomposes to further levels of detail. 
Modules A module is a bounded contiguous group of statements having a single name and that can be treated as a unit. In other words, a single block in a pile of blocks can be called as Module. Cohesion: how well the activities within a single module relate to one another. Separate modules should be relatively independent (loosely coupled). This facilitates development, maintenance by teams; reduces chance of unintended ripple effects on other modules when changes made to a module. 
Guidelines for Modularity • Make sure modules perform a single task, have a single entry point, and have a single exit point. • Isolate input-output (I-O) routines into a small number of standard modules that can be shared system-wide. • Isolate system-dependent functions (e.g., getting date or time) in the application to ease possible future conversions to other computer platforms or to accommodate future operating system revisions. Any system always represents some kind of tradeoff between functionality (meeting the business needs) and the resources available (constraints). The goal of design is an improved system, one that better meets the needs of the organization. 
Input Design • A source document differs from a turnaround document in that the former contains data that change the status of a resource while the latter is a machine readable document. • Transaction throughput is the number of error-free transactions entered during a specified time period. • A document should be concise because longer documents contain more data and so take longer to enter and have a greater chance of data entry errors. • Numeric coding substitutes numbers for character data (e.g., 1=male, 2=female); mnemonic coding represents data in a form that is easier for the user to understand and remember. (e.g., M=male, F=female). • The more quickly an error is detected, the closer the error is to the person who generated it and so the error is more easily corrected. • An example of an illogical combination in a payroll system would be an option to eliminate federal tax withholding. • By "multiple levels" of messages, I mean allowing the user to obtain more detailed explanations of an error by using a help option, but not forcing a lengthy message on a user who does not want it.

Data Entry and Data Storage The quality of data input determines the quality of information output. Systems analysts can support accurate data entry through achievement of three broad objectives: effective coding, effective and efficient data capture and entry, and assuring quality through validation. Coding aids in reaching the objective of efficiency, since data that are coded require less time to enter and reduce the number of items entered. Coding can also help in appropriate sorting of data during the data transformation process. Additionally, coded data can save valuable memory and storage space. In establishing a coding system, systems analysts should follow these guidelines: • Keep codes concise. • Keep codes stable. • Make codes that are unique. • Allow codes to be sortable. • Avoid confusing codes. • Keep codes uniform. • Allow for modification of codes. • Make codes meaningful. 
The simple sequence code is a number that is assigned to something if it needs to be numbered. It therefore has no relation to the data itself. 
Classification codes are used to distinguish one group of data, with special characteristics, from another. Classification codes can consist of either a single letter or number. 
The block sequence code is an extension of the sequence code. The advantage of the block sequence code is that the data are grouped according to common characteristics, while still taking advantage of the simplicity of assigning the next available number within the block to the next item needing identification. A mnemonic is a memory aid. Any code that helps the data-entry person remember how to enter the data or the end-user remember how to use the information can be considered a mnemonic. Mnemonic coding can be less arbitrary, and therefore easier to remember, than numeric coding schemes. Compare,

for example, a gender coding system that uses "F" for Female and "M" for Male with an arbitrary numeric coding of gender where perhaps "1" means Female and "2" means Male. Or, perhaps it should be "1" for Male and "2" for Female? Or, why not "7" for Male and "4" for Female? The arbitrary nature of numeric coding makes it more difficult for the user. 
Date Formats An effective format for the storage of date values is the eight-digit YYYYMMDD format as it allows for easy sorting by date. Note the importance of using four digits for the year. This eliminates any ambiguity in whether a value such as 01 means the year 1901 or the year 2001. Using four digits also insures that the correct sort sequence will be maintained in a group of records that include year values both before and after the turn of the century (e.g., 1999, 2000, 2001). Remember, however, that the date format you use for storage of a date value need not be the same date format that you present to the user via the user interface or require of the user for data entry. While YYYYMMDD may be useful for the storage of date values it is not how human beings commonly write or read dates. A person is more likely to be familiar with using dates that are in MMDDYY format. That is, a person is much more likely to be comfortable writing the date December 25, 2001 as "12/25/01" than "20011225." Fortunately, it is a simple matter to code a routine that can be inserted between the user interface or data entry routines and the data storage routines that read from or write to magnetic disk. Thus, date values can be saved on disk in whatever format is deemed convenient for storage and sorting while at the same time being presented in the user interface, data entry routines, and printed reports in whatever format is deemed convenient and familiar for human users. 
Data Entry Methods • keyboards • optical character recognition (OCR) • magnetic ink character recognition (MICR) • mark-sense forms • punch-out forms • bar codes • intelligent terminals Tests for validating input data include: test for missing data, test for correct field length, test for class or composition, test for range or reasonableness, test for invalid values, test for comparison with stored data, setting up self-validating codes, and using check digits. Tests for class or composition are used to check whether data fields are correctly filled in with either numbers or letters. Tests for range or reasonableness do not permit a user to input a date such as October 32. This is sometimes called a sanity check. 
Database A database is a group of related files. This collection is usually organized to facilitate efficient and accurate inquiry and update. A database management system (DBMS) is a software package that is used to organize and maintain a database. Usually when we use the word "file" we mean traditional or conventional files. Sometimes we call them "flat files." With these traditional, flat files each file is a single, recognizable, distinct entity on your hard disk. These are the kind of files that you can see cataloged in your directory. Commonly, these days, when we use the word "database" we are not talking about a collection of this kind of file; rather we would usually be understood to be talking about a database management system. And, commonly, people who work in a DBMS environment speak in terms of "tables" rather than "files." DBMS software allows data and file relationships to be created, maintained, and reported. A DBMS offers a number of advantages over file-oriented systems including reduced data duplication, easier reporting, improved security, and more rapid development of new applications. The DBMS may or may not store a table as an individual, distinct disk file. The software may choose to store more than one table in a single disk file. Or it may choose to store one table across several. If at all possible, it is best to avoid this technique, because it is the most dangerous to data. If anything goes wrong with the new system, you run the risk of losing valuable information because the old system is not available. In many ways, the safest choice is to use parallel implementation. In this case, the new system is introduced alongside the old one. Both systems are operated at the same time until you determine that the new system is acceptable. The main drawback to this method is that it can be expensive because data has to be entered twice. Additionally, if users are nervous about the new system, they might avoid the change and stick with the old method. In this case, the new system may never get a fair trial. If you design a system for a chain of retail stores, you could pilot test the first implementation in one store. By working with one store at a time, there are likely to be fewer problems. But if problems do arise, you will have more staff members around to overcome the obstacles. When the system is working well in one store, you can move to the next location. Similarly, even if there is only one store, you might be able to split the implementation into sections based on the area of business. 
System Maintenance Once the system is installed, the MIS job has just begun. Computer systems are constantly changing. Hardware upgrades occur continually, and commercial software tools may change every year. Users change jobs. Errors may exist in the system. The business changes, and management and users demand new information and expansions. All of these actions mean the system needs to be modified. The job of overseeing and making these modifications is called software maintenance. The pressures for change are so great that in most organizations today as much as 80 per cent of the MIS staff is devoted to modifying existing programs. These changes can be time consuming and difficult. Most major systems were created by teams of programmers and analysts over a long period. In order to make a change to a program, the programmer has to understand how the current program works. Because the program was written by many different people with varying styles, it can be hard to understand. Finally, when a programmer makes a minor change in one location, it can affect another area of the program, which can cause additional errors or necessitate more changes

One difficulty with software maintenance is that every time part of an application is modified, there is a risk of adding defects (bugs). Also, over time the application becomes less structured and more complex, making it harder to understand. These are some of the main reasons why the year 2000 alterations were so expensive and time consuming. At some point, a company may decide to replace or improve the heavily modified system. There are several techniques for improving an existing system, ranging from rewriting individual sections to restructuring the entire application.. The difference lies in scope-how much of the application needs to be modified. Older applications that were subject to modifications over several years tend to contain code that is no longer used, poorly documented changes, and inconsistent naming conventions. These applications are prime candidates for restructuring, during which the entire code is analyzed and reorganized to make it more efficient. More important, the code is organized, standardized, and documented to make it easier to make changes in the future. 
System Evaluation An important phase in any project is evaluating the resulting system. As part of this evaluation, it is also important to assess the effectiveness of the particular development process. There are several questions to ask. Were the initial cost estimates accurate? Was the project completed on time? Did users have sufficient input? Are maintenance costs higher than expected? Evaluation is a difficult issue. How can you as a manager tell the difference between a good system and a poor one? In some way, the system should decrease costs, increase revenue, or provide a competitive advantage. Although these effects are important, they are often subtle and difficult to measure. The system should also be easy to use and flexible enough to adapt to changes in the business. If employees or customers continue to complain about a system, it should be reexamined. . A system also needs to be reliable. It should be available when needed and should produce accurate output. Error detection can be provided in the system to recognize and avoid common problems. Similarly, some systems can be built to tolerate errors, so that when errors arise, the system recognizes the problem and works around it. For example, some computers exist today that automatically switch to backup components when one section fails, thereby exhibiting fault tolerance. Managers concern to remember when dealing with new systems is that the evaluation mechanism should be determined at the start. The question of evaluation is ignored until someone questions the value of the finished product. It is a good design practice to ask what would make this system a good system when it is finished or how we can tell a good system from a bad one in this application. Even though these questions may be difficult to answer, they need to be asked. The answers, however incomplete, will provide valuable guidance during the design stage. Recall that every system needs a goal, a way of measuring progress toward that goal, and a feedback mechanism. Traditionally, control of systems has been the task of the computer programming staff. Their primary goal was to create error-free code, and they used various testing techniques to find and correct errors in the code. Today, creating error-free code is not a sufficient goal. We have all heard the phrase, "The customer is always right." The meaning behind this phrase is that sometimes people have different opinions on whether a system is behaving correctly. When there is a conflict, the opinion that is most important is that of the customer. In the final analysis, customers are in control because they can always take their business elsewhere. With information systems, the users are the customers and the users should be the ones in control. Users determine whether a system is good. If the users are not convinced that the system performs useful tasks, it is not a good system. 

Feasibility Comparison:

	Cost and budget 

	Compare actual costs to budget estimates

	Time estimates Revenue effects
	Was project completed on time? 


	Maintenance costs
	Does system produce additional revenue?

	Project goals
	How much money and time are spent on changes? Does system meet the initial goals of the project?

	User satisfaction
	How do users (and management) evaluate the system?

	System performance

	System reliability
	Are the results accurate and on time?

	System availability
	Is the system available continually?

	System security
	Does the system provide access to authorized users?


Strengths and Weaknesses of SDLC 
The primary purpose of the SDLC method of designing systems is to provide guidance and control over the development process. As summarized in the following table, there are strengths and weaknesses to this methodology. SDLC management control is vital for large projects to ensure that the individual teams work together. There are also financial controls to keep track of the project expenses. The SDLC steps are often spelled out in great detail. The formality makes it easier to train employees and to evaluate the progress of the development. It also ensures that steps are not skipped, such as user approval, documentation, and testing. For large, complex projects, this degree of control is necessary to ensure the project can be completed. Another advantage of SDLC is that by adhering to standards while building the system, programmers will find the system easier to modify and maintain later. The internal consistency and documentation make it easier to modify. With 80 percent of MIS resources spent on maintenance, this advantage can be critical. 

In some cases the formality of SDLC causes problems. Most important, it increases the cost of development and lengthens the development time. Remember that often less than 25 percent of the time is spent on actually writing programs. A great deal of the rest of the time is spent filling out forms and drawing diagrams 

The formality of the SDLC also causes problems with projects that are hard to define. SDLC works best if the entire system can be accurately specified in the beginning. That is, users and managers need to know exactly what the system should do long before the system is created. That is not a serious problem with transaction-processing systems. However, consider the development of a complex decision support system. Initially, the users may not know how the system can help. Only through working with the system on actual problems will they spot errors and identify enhancements. 

Although some large projects could never have been completed without SDLC, its rigidity tends to make it difficult to develop many modern applications. Additionally, experience has shown that it has not really solved the problems of projects being over budget and late. As a result of this criticism, many people are searching for alternatives. One possibility is to keep the basic SDLC in place and use technology to make it more efficient. Other suggestions have been to replace the entire process with a more efficient development process, such as prototyping. Consider the assistance of technology first 

	Strengths
	Weaknesses

	Control
	Increased development time

	Monitor large projects
	Increased development costs Systems must be defined up front Rigidity

	Detailed steps
	Hard to estimate costs,project 

overruns User input sometimes limited

	Evaluate costs and completion targets Documentation
	 

	Well-defined user input
	

	Ease of maintenance
	

	Development and design standards
	

	Tolerates changes in MIS Staffing
	 







Flowcharts 

OVERVIEW

· Quality Improvement Tool: Flow charts used specifically for a process. 

· A flow chart is defined as a pictorial representation describing a process being studied or even used to plan stages of a project. Flow charts tend to provide people with a common language or reference point when dealing with a project or process. 

· Four particular types of flow charts have proven useful when dealing with a process analysis: top-down flow chart, detailed flow chart, work flow diagrams, and a deployment chart. Each of the different types of flow charts tend to provide a different aspect to a process or a task. Flow charts provide an excellent form of documentation for a process, and quite often are useful when examining how various steps in a process work together. 

· When dealing with a process flow chart, two separate stages of the process should be considered: the finished product and the making of the product. In order to analyze the finished product or how to operate the process, flow charts tend to use simple and easily recognizable symbols. The basic flow chart symbols below are used when analyzing how to operate a process. [image: image6.png]Process
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In order to analyze the second condition for a flow process chart, one should use the ANSI standard symbols. The ANSI standard symbols used most often include the following:
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Drive Nail, Cement, Type Letter. 
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Move Material by truck, conveyor, or hand. 
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Raw Material in bins, finished product on pallets, or filed documents. 
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Wait for elevator, papers waiting, material waiting 
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Read gages, read papers for information, or check quality of goods. 
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Any combination of two or more of these symbols show an understanding for a joint process.

HISTORY AND BACKGROUND

As a whole, flow charting has been around for a very long time. In fact, flow charts have been used for so long that no one individual is specified as the "father of the flow chart". The reason for this is obvious. A flow chart can be customized to fit any need or purpose. For this reason, flow charts can be recognized as a very unique quality improvement method. 

INSTRUCTIONS

Step-by-Step process of how to develop a flow chart. 

· Gather information of how the process flows: use a)conservation, b)experience, or c)product development codes. 

· Trial process flow. 

· Allow other more familiar personnel to check for accuracy. 

· Make changes if necessary. 

· Compare final actual flow with best possible flow.

Note: Process should follow the flow of Step1, Step 2, ... , Step N. 

Step N= End of Process 

CONSTRUCTION/INTERPRETATION tip for a flow chart. 

· Define the boundaries of the process clearly. 

· Use the simplest symbols possible. 

· Make sure every feedback loop has an escape. 

· There is usually only one output arrow out of a process box. Otherwise, it may require a decision diamond.

INTERPRETATION

· Analyze flow chart of actual process. 

· Analyze flow chart of best process. 

· Compare both charts, looking for areas where they are different. Most of the time, the stages where differences occur is considered to be the problem area or process. 

· Take appropriate in-house steps to correct the differences between the two seperate flows. 

EXAMPLE

Process Flow Chart- Finding the best way home

This is a simple case of processes and decisions in finding the best route home at the end of the working day. 
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Process Flow Chart- How a process works

(Assembling a ballpoint pen)
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                                                               Transaction processing System.

Introduction 
Whenever two people make an exchange, it is called a transaction. Transactions are important events for a company, and collecting data about them is called transaction processing. Examples of transactions include making a purchase at a store, withdrawing money from a checking account, making a payment to creditor, or paying an employee. 

Because transactions generally involve an exchange of money, it is critical that the data be protected during transmission and stored carefully so that it cannot be altered. It is also critical that the data be saved so that managers can verify the data if any conflicts arise. Also, the sales and purchase data from the foundation of the accounting and financial systems of every company, so the system must be able to produce the standard reports. 

Let us look at an example of real-world TPS. CareNet, the TPS of Travelers Insurance Company, is an advanced system that records and processes insurance-related transactions. Filing and processing insurance claims is a highly information-intensive process in which every step generates new data or modifies existing data. CareNet allows the company to accurately capture this data and disseminate it at the right time to its 7 million clients. The information generated by CareNet is useful both to employees of Travelers Insurance and to its clients. A Travelers employee can access the system and look at the latest transaction; an authorized client can also access CareNet to study the status of his or her insurance claim. This system, therefore, spans organizational boundaries and provides information to both internal external entities. 

So when we are talking about the transactions of an organization in computerized manner, we talk about Transaction Processing System, popularly known as TPS 

Transaction processing systems: Meaning 
Transaction processing systems were among the earliest computerized systems. Their primary purpose is to record, process, validate, and store transactions that take place in the various functional areas/of a business for future retrieval and use. A transaction processing system (TPS) is an infor-mation system that records company transactions (a transaction is defined as an exchange between two or more business entities). 

Transaction processing systems (TPS) are cross-functional information systems that process data resulting from the occurrence of business transactions. 

Transactions are events that occur as part of doing business, such as sales, purchases, deposits, withdrawals, refunds, and payments. Transaction processing activities are needed to capture and process data, or the operations of a business would grind to a halt. 

Let us look at a simple example of a business transaction. McDonald's, which sells a large number of hamburgers every day, orders raw materials from its suppliers. Each time the company places an order with a supplier, a transaction occurs and a transaction system records relevant information, such as the supplier's name, address, and credit rating, the kind and quantity of items purchased, and the invoice amount. Types of Transactions 
Note that the transactions can be internal or external. 

When a department orders office supplies from the purchasing department, an internal transaction occurs, when a customer places an order for a product, an external transaction occurs. 

• Internal Transactions: Those transactions, which are internal to the company and are related with the internal working of any organization. For example Recruitment Policy, Promotion Policy, Production policy etc 

• External Transactions: Those transactions, which are external to the organization and are related with the external sources, are regarded as External Transaction. For example sales, purchase etc. 

Characteristics of Transaction Processing Systems 
1. A TPS records internal and external transactions for a company. It is a repository of data that is frequently accessed by other systems 

2. A TPS performs routine, repetitive tasks. It is mostly used by lower-level managers to make operational decisions 

3. Transactions can be recorded in batch mode or online. In batch mode, the files are updated periodically; in online mode, each transaction is recorded as it occurs. 

4. There are six steps in processing a transaction. They are data entry, data validation, data pro-cessing and revalidation, storage, - output generation, and query support. 

Features of TPS 
1. A TPS supports different tasks by imposing a set of rules and guidelines that specify how to record, process, and store a given transaction. There are many uses of transaction processing systems in our everyday lives, such as when we make a purchase at retail store, deposit or withdraw money at a bank, or register for classes at a university. Almost all organizations, re-gardless of the industry in which they operate, have a manual or automated TPS 

2. A TPS is the data life-line for a company because it is the source of data for other information systems, such as MIS and DSS (Decision Support Systems). Hence, if the TPS shuts down, the consequences can be serious for the organization 

3. A TPS is also the main link between the organization and external entities, such as customers suppliers, distributors, and regulatory agencies 

4. TPS exist for the various functional areas in an organization, such as finance, accounting, manufacturing, production, human resources, marketing quality control, engineering, and research and development. Until a few years ago, many companies viewed the TPS for each business function as separate entity with little or no connection to other systems in the company. Today, however, many companies are trying to build cross-functional TPS to promote the free exchange of information among different business units. This is a desirable goal, but is still very difficult to achieve 

Process of Transaction Processing System 
The six steps in processing a transaction are: 

a. Data entry 

b. Data Capture 

c. Data validation 

d. Processing and revalidation 
e. Storage 

f. Output generation 

g. Query support 

To be processed, transaction data must first be entered into the system. There are a number of input devices for entering data, including the keyboard and the mouse. Documents generated at the point where a transaction occurs are called source documents and become input data for the system For example, when a customer returns an item at a store, the sales receipt becomes the source document for the transaction "return item for refund". 

An ATM receipt for a bank transaction be-comes. 

a. Data Entry To be processed, transaction data must first be entered into the system. There are a number of input devices for entering data, including the keyboard and the mouse. Documents generated at the point where a transaction occurs are called source documents and become input data for the system. For example, when a customer returns an item at a store, the sales receipt becomes the source document for the transaction "return item for refund". An ATM receipt for a bank transaction becomes The use of automated methods of data entry is known as source data automation. Several methods have been developed to accomplish this automation, though very few completely automate the data entry process. They are all based on trying to reduce or eliminate many of the activities, people and data media required by traditional data entry methods 

Methods for Data Entry: • Keyboard/video display terminals • Optical character recognition (OCR) devices, such as optical scanning wands and grocery check-out scanners. • Magnetic ink character recognition (MICR) devices, such as MICR reader/sorters used in banking for check • Other technologies, including electronic mice, light pens, magnetic stripe cards, voice input, and tactile. Input also be used as input device depending upon the application requirement 

b. Data Capture We could capture transaction data as close as possible to the source that generates the data. Salespersons capture data that rarely changes by prerecording it on machine-readable media, or by storing it on the computer system. Tips for Data Capturing • Capture data by using machine-readable media initially (bar-coded and magnetic stripe credit cards), instead of preparing written source documents • Captures data directly without the use of data media by optical scanning of bar codes printed on product packaging. It ensures the accuracy and reliability of data by comparing 

c. Data Validation There are two steps in validation: error detection and error correction, Error detection is performed by one set of control mechanisms, error correction is performed by another Some commonly used error detection procedures are checking the data for appropriate font (text, numbers, etc), checking for aberrations (values that are too low or too high), and checking for missing data, invalid data, and inconsistent data. Missing data refers to fields that are missing a mandated data value. For example, if the number of hours worked by a part-time employee is missing on a payroll form; that is a missing-data error. Invalid data is data that is outside the range For example, if the number of hours worked by a part-time employee is 72 hours per week instead of the 1120 hours, then we have invalid data Inconsistent data means that the same data item assumes different values in different places without a valid reason. For example, if payroll records show that an employee worked 25 hours per day. 

d. Processing and Revalidation One the accuracy and reliability of the data are validated, the data are ready for processing. There are two ways to process the transactions: online and bath mode Following methods are available for Data Processing: 

• Online transaction processing (OLTP) is the almost instantaneous processing of data. The term online means that the input device is directly linked to the TPS and therefore the data are processed as soon as. it is entered into the system. Input device may be at a remote location and be linked to the system by networks or by telecommunications systems. Some examples of online transaction processing are ATM transactions, student registration for classes. The processing of flight reservations is another good example of an online system in which data are processed Enter DirectlyProcess / Update Master FileTransactions Master File A travel agent checks for seat availability, using the data in a central computer system, and lately notifies the customer as to the status of his or her ticket. Once the reservation is made, the airline system updates its files and sends a confirmation to the travel agent. Online 'processing is possible because of storage, such as disks, that process data in a random order. 

• Batch Processing, in which transactions are accumulated over time and processed identically. Batch processing may be done on a daily, weekly, or monthly basis or any other time period appropriate to the application. For example, a company may process the travel expenses of its employees on a monthly basis, whereas Bath processing usually involves. Gathering source documents originated by business transactions, such as sales orders and invoices, into groups called batches. Recording transaction data on an input medium, such as magnetic disks or magnetic tape.Sorting the transactions in a transaction file in the same sequence as the records in a sequential master file. A transaction file contains information about a group of transactions that occurred in a given period of time. It is processed using techniques such as sorting, merging, and so on. Once the transaction file has been processed, the next step is to update the master file, which is permanent record of all transactions that have occurred. Each time the master file is updated with information from the transaction file, a new master file, including most current transaction data, is generated. 
Although until the early 1960s batch processing was the only method for processing data, today there are other methods, However, batch processing continues to be a popular method because it is often the most sensible and practical approach, For example, batch processing lends itself well to payroll operations, since paychecks are generated periodically. Processing jobs in batches also results in more efficient use of computer resources. Finally, quality control is sometimes easier in batch processing, since errors detected at the end of a batch can be rectified before the next batch is processed. 
e. Data Storage 
Processed data must be carefully and properly stored for future use. Data storage is a critical consideration-for many organizations because the value and usefulness of data diminish if data are not properly stored. The kind of processing and the type o(storage medium are, to some extent, related issues. For example, magnetic tape is often used to store data that is Batch-processed. However, online transaction processing cannot be done. on magnetic tape; it relies on other types of storage media, such as magnetic disks 

The next step in the processing of a transaction is to output the results of the transaction to the decision maker. Note that storage and output may not always occur in the same order. We can output the results 0f the transaction to the decision maker and then store them, or store the result and then output them to the decision maker. 

f. Output Generation 
Once data has been input, validated, processed, revalidated and stored, the output can be communicated to decision makers in two ways: 

• Documents and reports 

• Forms: screens or panels. 

Documents are a popular output method. They can be processed further, either to generate additional information or to present the same information in a different format. Some examples of documents are invoices, paychecks, purchase, invoices., sales receipts, and job orders 

What is the difference between documents and reports? A document is usually a record of one transaction, whereas a report is a summary of two or more transactions. For example, the manager of a retail store may receive an invoice (i.e., a document) from a supplier indicating the quantity and type of each item ordered and the total cost of the ore::;'. A report, on the other hand, may summarize all 

the invoices from a given supplier. (Nevertheless, these terms are often used interchangeably) 

Computer output need not always be presented in hard-copy form (such as reports, documents, and printouts), but can also appear on computer screens and panels. Such soft-copy presentations are known as forms 

g. Query Support 
The last step in processing a transaction is querying (asking questions of) the system. Query facilities allow users to process data and information that may otherwise not be readily available. For example, a sales manager may query the system 'f the number of damaged items in a given store 

Many transaction processing systems allow you to use the Internet, intranets, extranets, and web browsers or database management query languages to make inquiries and receive responses concerning the results of transaction processing activity. Typically, responses are displayed in a variety of pre-specified formats or screens. Examples of queries include: 

• Checking on the status of a sales order 

• Checking on the balance in an account 

• Checking on the amount of stock in inventory 

20.7 Summary 
Every organisation must perform certain basic operations: pay employees, pay bills, monitor revenue, and file government reports. Operations are relatively structured, short-term, and easy to computerize. They form the foundation of the company. TPS support operations by collecting data and helping to control the underlying processes. 

Transaction processing systems are responsible for capturing, storing, and providing access to the basic data of the organisation. The goal is to capture the transaction data as soon as possible. Common collection methods include point-of sale services, process control, electronic data interchange, and electronic commerce websites. Because data is the foundation for all other decisions, TPS must maintain data integrity and minimise the threats to the data. 





DECISION SUPPORT SYSTEM

Introduction 
The more information you have, based on internal experiences or from external sources, the better your decisions. Business executives are faced with the same dilemmas when they make decisions. They need the best tools available to help them. 

Decision makers to make quality decisions should, to the best of their abilities: 

1. thoroughly check a wide range of alternatives 

2. gather full range of goals and implications of choices 

3. weigh costs and risks of both positive and negative consequences 

4. intensively search for new information for evaluating alternatives 

5. take all new information into account, even when it doesn't support initial course of action 

6. re-examine positive and negative consequences of all alternatives, including initially rejected ones 

7. make detailed provisions for implementation, including contingency plans for known risks 

When we discussed Transaction Processing Systems and Management Information Systems, the decisions were clear-cut: "Should we order more raw materials to support the increased production of our product?" Most decisions facing executives are unstructured or semi-structured: "What will happen to our sales if we increase our candy bar prices by 5%?" 

Decision Support Systems (DSS) help executives make better decisions by using historical and current data from internal Information Systems and external sources. By combining massive amounts of data with sophisticated analytical models and tools, and by making the system easy to use, they provide a much better source of information to use in the decision-making process. 

Decision Support Systems (DSS) are a class of computerized information systems that support decision-making activities. DSS are interactive computer-based systems and subsystems intended to help decision makers use communications technologies, data, documents, knowledge and/or models to successfully complete decision process tasks. 

DSS and MIS 
In order to better understand a decision support system, let's compare the characteristics of an MIS system with those of a DSS system: 

	MIS 
	DSS 

	Structured decisions 
	Semistructured, unstuctured decisions 


Reports based on routine flows of dataFocused on specific decisions / classes of decisions General control of organization End-user control of data, tools, and sessions Structured information flows Emphasizes change, flexibility, quick responses Presentation in form of reports Presentation in form of graphics Greater emphasis on models, assumptions, ad hoc queries Traditional systems development Develop through prototyping; iterative process You can also understand the differences between these two types of systems by understanding the differences in the types of decisions made at the two levels of management. Are your decisions routines, or are your decisions nonroutines? You might find it helpful to review the information about decision-making processes from the previous lesson. 28.2 Framework of Decisions Support Systems A conceptual framework for Decision Support Systems (DSS) is developed based on the dominant technology component or driver of decision support, the targeted users, the specific purpose of the system and the primary deployment technology. Five generic categories based on the dominant technology component are proposed, including Communications-Driven, Data-Driven, Document-Driven, Knowledge-Driven, and Model-Driven Decision Support Systems. Each generic DSS can be targeted to internal or external stakeholders. DSS can have specific or very general purposes. Finally, the DSS deployment technology may be a mainframe computer, a client/server LAN, or a Web-Based architecture. The goal in proposing this expanded DSS framework is to help people understand how to integrate, evaluate and select appropriate means for supporting and informing decision-makers. Because of the limitations of hardware and software, early DSS systems provided executives only limited help. With the increased power of computer hardware, and the sophisticated software available today, DSS can crunch lots more data, in less time, in greater detail, with easy to use interfaces. The more detailed data and information executives have to work with, the better their decisions can be. Need for an Expanded Framework Decision Support Systems should be defined as a broad category of information systems for informing and supporting decision-makers. DSS are intended to improve and speed-up the processes by which people make and communicate decisions. We need to improve how we define Decision Support Systems on both a conceptual level and on a concrete, technical level. Both managers and DSS designers need to understand categories of decision support so they can better communicate about what needs to be accomplished in informing and supporting decision makers. The DSS literature includes a number of frameworks for categorizing systems. Steven Alter (1980) developed the broadest and most comprehensive one more than 20 years ago. A new, broader typology or framework than Alter’s (1980) is needed because Decision Support Systems are much more common and more diverse than when he conducted his research and proposed his framework. Decision Support Systems do vary in many ways. Some DSS focus on data, some on models and some on communications. DSS also differ in scope, some DSS are intended for one "primary" user and used “stand-alone” for analysis and others are intended for many users in an organization. A Decision

Support System could be categorized in terms of the generic operations it performs, independent of type of problem, functional area or decision perspective. His seven types included: file drawer systems, data analysis systems, analysis information systems, accounting and financial models, representational models, optimization models, and suggestion models. An Expanded Framework The following expanded DSS framework is still evolving. The author and others have used the framework to classify a large number of software packages and systems. Anecdotal reports indicate that people who have tried to use it in describing a proposed or existing DSS have found it comprehensive, useful and parsimonious. It seems to help one categorize the most common Decision Support Systems currently in use. The framework focuses on one major dimension with 5 generic types of DSS and 3 secondary dimensions. The primary dimension is the dominant technology component or driver of the decision support system; the secondary dimensions are the targeted users, the specific purpose of the system and the primary deployment technology. Some DSS are best classified as hybrid systems driven by more than one major DSS component. 28.3 Types of DSS Data-Driven DSS Data-Driven DSS take the massive amounts of data available through the company's TPS and MIS systems and cull from it useful information which executives can use to make more informed decisions. They don't have to have a theory or model but can "free-flow" the data. The first generic type of Decision Support System is a Data-Driven DSS. These systems include file drawer and management reporting systems, data warehousing and analysis systems, Executive Information Systems (EIS) and Spatial Decision Support Systems. Business Intelligence Systems are also examples of Data-Driven DSS. Data- Driven DSS emphasize access to and manipulation of large databases of structured data and especially a time-series of internal company data and sometimes external data. Simple file systems accessed by query and retrieval tools provide the most elementary level of functionality. Data warehouse systems that allow the manipulation of data by computerized tools tailored to a specific task and setting or by more general tools and operators provide additional functionality. Data-Driven DSS with Online Analytical Processing (OLAP) provide the highest level of functionality and decision support that is linked to analysis of large collections of historical data. Model-Driven DSS A second category, Model-Driven DSS, includes systems that use accounting and financial models, representational models, and optimization models. Model-Driven DSS emphasize access to and manipulation of a model. Simple statistical and analytical tools provide the most elementary level of functionality. Some OLAP systems that allow complex analysis of data may be classified as hybrid DSS systems providing modeling, data retrieval and data summarization functionality. Model-Driven DSS use data and parameters provided by decision-makers to aid them in analyzing a situation, but they are not usually data intensive. Very large databases are usually not needed for Model-Driven DSS. Model-Driven DSS were isolated from the main Information Systems of the organization and were primarily used for the typical "what-if" analysis. That is, "What if we increase production of our products and decrease the shipment time?" These systems rely heavily on models to help executives understand the impact of their decisions on the organization, its suppliers, and its customers.

Knowledge-Driven DSS The terminology for this third generic type of DSS is still evolving. Currently, the best term seems to be Knowledge- Driven DSS. Adding the modifier “driven” to the word knowledge maintains a parallelism in the framework and focuses on the dominant knowledge base component. Knowledge-Driven DSS can suggest or recommend actions to managers. These DSS are personcomputer systems with specialized problem-solving expertise. The "expertise" consists of knowledge about a particular domain, understanding of problems within that domain, and "skill" at solving some of these problems. A related concept is Data Mining. It refers to a class of analytical applications that search for hidden patterns in a database. Data mining is the process of sifting through large amounts of data to produce data content relationships. Document-Driven DSS A new type of DSS, a Document-Driven DSS or Knowledge Management System, is evolving to help managers retrieve and manage unstructured documents and Web pages. A Document-Driven DSS integrates a variety of storage and processing technologies to provide complete document retrieval and analysis. The Web provides access to large document databases including databases of hypertext documents, images, sounds and video. Examples of documents that would be accessed by a Document-Based DSS are policies and procedures, product specifications, catalogs, and corporate historical documents, including minutes of meetings, corporate records, and important correspondence. A search engine is a powerful decisionaiding tool associated with a Document-Driven DSS. Communications-Driven and Group DSS Group Decision Support Systems (GDSS) came first, but now a broader category of Communications-Driven DSS or groupware can be identified. This fifth generic type of Decision Support System includes communication, collaboration and decision support technologies that do not fit within those DSS types identified. Therefore, we need to identify these systems as a specific category of DSS. A Group DSS is a hybrid Decision Support System that emphasizes both the use of communications and decision models. A Group Decision Support System is an interactive computer-based system intended to facilitate the solution of problems by decision-makers working together as a group. Groupware supports electronic communication, scheduling, document sharing, and other group productivity and decision support enhancing activities We have a number of technologies and capabilities in this category in the framework – Group DSS, two-way interactive video, White Boards, Bulletin Boards, and Email. Inter-Organizational or Intra-Organizational DSS A relatively new targeted user group for DSS made possible by new technologies and the rapid growth of the Internet is customers and suppliers. We can call DSS targeted for external users an Inter-organizational DSS. The public Internet is creating communication links for many types of inter-organizational systems, including DSS. An Inter-Organizational DSS provides stakeholders with access to a company’s intranet and authority or privileges to use specific DSS capabilities. Companies can make a Data-Driven DSS available to suppliers or a Model-Driven DSS available to customers to design a product or choose a product. Most DSS are Intra-Organizational DSS that are designed for use by individuals in a company as "standalone DSS" or for use by a group of managers in a company as a Group or Enterprise-Wide DSS. Function-Specific or General Purpose DSS
Many DSS are designed to support specific business functions or types of businesses and industries. We can call such a Decision Support System a function-specific or industry- specific DSS. A Function-Specific DSS like a budgeting system may be purchased from a vendor or customized in-house using a more general-purpose development package. Vendor developed or “off-the-shelf” DSS support functional areas of a business like marketing or finance; some DSS products are designed to support decision tasks in a specific industry like a crew scheduling DSS for an airline. A task-specific DSS has an important purpose in solving a routine or recurring decision task. Function or task-specific DSS can be further classified and understood in terms of the dominant DSS component, that is as a Model-Driven, Data-Driven or Suggestion DSS. A function or task-specific DSS holds and derives knowledge relevant for a decision about some function that an organization performs (e.g., a marketing function or a production function). This type of DSS is categorized by purpose; function-specific DSS help a person or group accomplish a specific decision task. General-purpose DSS software helps support broad tasks like project management, decision analysis, or business planning. 28.4 Components of DSS Traditionally, academics and MIS staffs have discussed building Decision Support Systems in terms of four major components: • The user interface • The database • The models and analytical tools and • The DSS architecture and network This traditional list of components remains useful because it identifies similarities and differences between categories or types of DSS. The DSS framework is primarily based on the different emphases placed on DSS components when systems are actually constructed. Data-Driven, Document-Driven and Knowledge-Driven DSS need specialized database components. A Model- Driven DSS may use a simple flat-file database with fewer than 1,000 records, but the model component is very important. Experience and some empirical evidence indicate that design and implementation issues vary for Data-Driven, Document-Driven, Model-Driven and Knowledge-Driven DSS. Multi-participant systems like Group and Inter- Organizational DSS also create complex implementation issues. For instance, when implementing a Data-Driven DSS a designer should be especially concerned about the user's interest in applying the DSS in unanticipated or novel situations. Despite the significant differences created by the specific task and scope of a DSS, all Decision Support Systems have similar technical components and share a common purpose, supporting decision- making. A Data-Driven DSS database is a collection of current and historical structured data from a number of sources that have been organized for easy access and analysis. We are expanding the data component to include unstructured documents in Document-Driven DSS and "knowledge" in the form of rules or frames in Knowledge-Driven DSS. Supporting management decision-making means that computerized tools are used to make sense of the structured data or documents in a database.

Mathematical and analytical models are the major component of a Model-Driven DSS. Each Model-Driven DSS has a specific set of purposes and hence different models are needed and used. Choosing appropriate models is a key design issue. Also, the software used for creating specific models needs to manage needed data and the user interface. In Model-Driven DSS the values of key variables or parameters are changed, often repeatedly, to reflect potential changes in supply, production, the economy, sales, the marketplace, costs, and/or other environmental and internal factors. Information from the models is then analyzed and evaluated by the decision-maker. 

Knowledge-Driven DSS use special models for processing rules or identifying relationships in data. The DSS architecture and networking design component refers to how hardware is organized, how software and data are distributed in the system, and how components of the system are integrated and connected. A major issue today is whether DSS should be available using a Web browser on a company intranet and also available on the Global Internet. Networking is the key driver of Communications- Driven DSS. 
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Overview of a DSS 
The DSS software system must be easy to use and adaptable to the needs of each executive. A well-built DSS uses the models that the text describes. You've probably used statistical models in other classes to determine the mean, median, or deviations of data. These statistical models are the basis of datamining. 

The What-If decisions most commonly made by executives use sensitivity analysis to help them predict what effect their decisions will have on the organization. Executives don't make decisions based solely on intuition. The more information they have, the more they experiment with different outcomes in a safe mode, the better their decisions. That's the benefit of the models used in the software tools. 

28.5 Examples of DSS Applications 
	Organization 
	DSS Application 

	American Airlines 
	Price and route selection 
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28.6 Web-Based DSS 
Of course, no discussion would be complete without information about how companies are using the Internet and the Web in the customer DSS decision-making process. The following figure shows an Internet CDSS (Customer Decision-Support System). 
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Here's an example: You decide to purchase a new home and use the Web to search real estate sites. You find the perfect house in a good neighborhood but it seems a little pricey. You don't know the down payment you'll need. You also need to find out how much your monthly payments will be based on the interest rate you can get. Luckily the real estate Web site has several helpful calculators (customer decision support systems) you can use to determine the down payment, current interest rates available, and the monthly payment. Some customer decision support systems will even provide an amortization schedule. You can make your decision about the purchase of the home or know instantly that you need to find another house. 

28.7 Summary 
Executives make semi-structured and unstructured decisions based on historical and current data, from both internal and external sources. Well-built Decision-Support Systems help them make better decisions by making more of these kinds of data available in the decision-making process. Datamining is one of the most effective tools for gathering useful information provided it's used properly. In addition to data, the components of a DSS include effective software tools, and a user interface that is easy to use. 

Decision-makers receive and analyze information using many different media, including traditional print, group and interpersonal information exchanges, and computer based tools. One set of computer-based tools has been termed Decision Support Systems. For more than 30 years, researchers and Information Systems specialists have built and studied a wide variety of systems for supporting and informing decision-makers that they have called Decision Support Systems or Management Decision Systems. 

In the past few years, some additional terms like business intelligence, data mining, on-line analytical processing, groupware, knowledgeware, and knowledge management have been used for systems that are intended to inform and support decision-makers. The new terms are imprecisely defined and subject to marketing hyperbole. This proliferation of terms creates problems in conducting research and in communicating with decision-makers about decision support systems. The solution is developing an expanded and well-defined framework for categorizing decision support systems. 

The terms framework, taxonomy, conceptual model and typology are often used interchangeably. Taxonomies classify objects and typologies show how mutually exclusive types of things are related. Frameworks provide an organizing approach and a conceptual model shows how ideas are related. The general desire is to create a set of labels that help people organize and categorize information. 





EXPERT SYSTEMS

Introduction:
An expert system is a software system that incorporates concepts derived from experts in a field and uses their knowledge to provide problem analysis to users of the software.

The most common form of expert system is a computer program, with a set of rules, that analyzes information (usually supplied by the user of the system) about a specific class of problems, and recommends one or more courses of user action. The expert system may also provide mathematical analysis of the problem(s). The expert system utilizes what appears to be reasoning capabilities to reach conclusions.

A related term is wizard. A wizard is an interactive computer program that helps a user solve a problem. Originally the term wizard was used for programs that construct a database search query based on criteria supplied by the user. However, some rule-based expert systems are also called wizards. Other "Wizards" are a sequence of online forms that guide users through a series of choices, such as the ones which manage the installation of new software on computers, and these are not expert systems.

Knowledge representation is an issue that arises in both cognitive science and artificial intelligence. In cognitive science, it is concerned with how people store and process information. In artificial intelligence (AI) the primary aim is to store knowledge so that programs can process it and achieve the verisimilitude of human intelligence. AI researchers have borrowed representation theories from cognitive science. Thus there are representation techniques such as frames, rules and semantic networks which have originated from theories of human information processing. Since knowledge is used to achieve intelligent behavior, the fundamental goal of knowledge representation is to represent knowledge in a manner as to facilitate inferencing i.e. drawing conclusions from knowledge.

Knowledge engineer
Knowledge engineers are concerned with the representation chosen for the expert's knowledge declarations and with the inference engine used to process that knowledge. He / she can use the knowledge acquisition component of the expert system to input the several characteristics known to be appropriate to a good inference technique, including:

· A good inference technique is independent of the problem domain. 

· In order to realize the benefits of explanation, knowledge transparency, and reusability of the programs in a new problem domain, the inference engine must not contain domain specific expertise. 

· Inference techniques may be specific to a particular task, such as diagnosis of hardware configuration. Other techniques may be committed only to a particular processing technique. 

· Inference techniques are always specific to the knowledge structures. 

· Successful examples of rule processing techniques are forward chaining and backward chaining. 

Chaining
There are two main methods of reasoning when using inference rules: backward chaining and forward chaining.

Forward chaining starts with the data available and uses the inference rules to conclude more data until a desired goal is reached. An inference engine using forward chaining searches the inference rules until it finds one in which the if-clause is known to be true. It then concludes the then-clause and adds this information to its data. It would continue to do this until a goal is reached. Because the data available determines which inference rules are used, this method is also called data driven.

Backward chaining starts with a list of goals and works backwards to see if there is data which will allow it to conclude any of these goals. An inference engine using backward chaining would search the inference rules until it finds one which has a then-clause that matches a desired goal. If the if-clause of that inference rule is not known to be true, then it is added to the list of goals. For example, suppose a rulebase contains two rules:

(1) If Fritz is green then Fritz is a frog. 

(2) If Fritz is a frog then Fritz hops. 

Suppose a goal is to conclude that Fritz hops.The rulebase would be searched and rule (2) would be selected because its conclusion (the then clause) matches the goal. It is not known that Fritz is a frog, so this "if" statement is added to the goal list. The rulebase is again searched and this time rule (1) is selected because its then clause matches the new goal just added to the list. This time, the if-clause (Fritz is green) is known to be true and the goal that Fritz hops is concluded. Because the list of goals determines which rules are selected and used, this method is called goal driven.

Certainty factors
Another advantage of expert systems over traditional methods of programming is that they allow the use of "confidences" (or "certainty factors"). When a human reasons he does not always conclude things with 100% confidence. He might say, "If Fritz is green, then he is probably a frog" (after all, he might be a chameleon). This type of reasoning can be imitated by using numeric values called confidences. For example, if it is known that Fritz is green, it might be concluded with 0.85 confidence that he is a frog; or, if it is known that he is a frog, it might be concluded with 0.95 confidence that he hops. These numbers are similar in nature to probabilities, but they are not the same. They are meant to imitate the confidences humans use in reasoning rather than to follow the mathematical definitions used in calculating probabilities.

Expert system architecture
The following general points about expert systems and their architecture have been illustrated.

1. The sequence of steps taken to reach a conclusion is dynamically synthesized with each new case. It is not explicitly programmed when the system is built. 

2. Expert systems can process multiple values for any problem parameter. This permits more than one line of reasoning to be pursued and the results of incomplete (not fully determined) reasoning to be presented. 

3. Problem solving is accomplished by applying specific knowledge rather than specific technique. This is a key idea in expert systems technology. It reflects the belief that human experts do not process their knowledge differently from others, but they do possess different knowledge. With this philosophy, when one finds that their expert system does not produce the desired results, work begins to expand the knowledge base, not to re-program the procedures. 

There are various expert systems in which a "rulebase" and an "inference engine" cooperate to simulate the reasoning process that a human expert pursues in analyzing a problem and arriving at a conclusion. In these systems, in order to simulate the human reasoning process, a vast amount of knowledge needed to be stored in the knowledge base. Generally, the knowledge base of such an expert system consisted of a relatively large number of "if then" type of statements that were interrelated in a manner that, in theory at least, resembled the sequence of mental steps that were involved in the human reasoning process.

The user interface and the procedure interface are two important functions in the information collection process.

End user
The end-user usually sees an expert system through an interactive dialog, an example of which follows:

Q. Do you know which restaurant you want to go to? 

A. No 

Q. Is there any kind of food you would particularly like? 

A. No 

Q. Do you like spicy food? 

A. No 

Q. Do you usually drink wine with meals? 

A. Yes 

Q. When you drink wine, is it French wine? 

A. Why 

As can be seen from this dialog, the system is leading the user through a set of questions, the purpose of which is to determine a suitable set of restaurants to recommend. This dialog begins with the system asking if the user already knows the restaurant choice (a common feature of expert systems) and immediately illustrates a characteristic of expert systems; users may choose not to respond to any question. In expert systems, dialogs are not pre-planned. There is no fixed control structure. Dialogs are synthesized from the current information and the contents of the knowledge base. Because of this, not being able to supply the answer to a particular questions does not stop the consultation.

Explanation system
Another major distinction between expert systems and traditional systems is illustrated by the following answer given by the system when the user answers a question with another question, "Why", as occurred in the above example. The answer is:

A. I am trying to determine the type of restaurant to suggest. So far Chinese is not a likely choice. It is possible that French is a likely choice. I know that if the diner is a wine drinker, and the preferred wine is French, then there is strong evidence that the restaurant choice should include French. 

It is very difficult to implement a general explanation system (answering questions like "Why" and "How") in a traditional computer program. An expert system can generate an explanation by retracing the steps of its reasoning. The response of the expert system to the question WHY is an exposure of the underlying knowledge structure. It is a rule; a set of antecedent conditions which, if true, allow the assertion of a consequent. The rule references values, and tests them against various constraints or asserts constraints onto them. This, in fact, is a significant part of the knowledge structure. There are values, which may be associated with some organizing entity. For example, the individual diner is an entity with various attributes (values) including whether they drink wine and the kind of wine. There are also rules, which associate the currently known values of some attributes with assertions that can be made about other attributes. It is the orderly processing of these rules that dictates the dialog itself.

Expert systems versus problem-solving systems
The principal distinction between expert systems and traditional problem solving programs is the way in which the problem related expertise is coded. In traditional applications, problem expertise is encoded in both program and data structures.

In the expert system approach all of the problem related expertise is encoded in data structures only; none is in programs. This organization has several benefits.

An example may help contrast the traditional problem solving program with the expert system approach. The example is the problem of tax advice. In the traditional approach data structures describe the taxpayer and tax tables, and a program in which there are statements representing an expert tax consultant's knowledge, such as statements which relate information about the taxpayer to tax table choices. It is this representation of the tax expert's knowledge that is difficult for the tax expert to understand or modify.

In the expert system approach, the information about taxpayers and tax computations is again found in data structures, but now the knowledge describing the relationships between them is encoded in data structures as well. The programs of an expert system are independent of the problem domain (taxes) and serve to process the data structures without regard to the nature of the problem area they describe. For example, there are programs to acquire the described data values through user interaction, programs to represent and process special organizations of description, and programs to process the declarations that represent semantic relationships within the problem domain and an algorithm to control the processing sequence and focus.

The general architecture of an expert system involves two principal components: a problem dependent set of data declarations called the knowledge base or rule base, and a problem independent (although highly data structure dependent) program which is called the inference engine.

Individuals involved with expert systems
There are generally three individuals having an interaction with expert systems. Primary among these is the end-user; the individual who uses the system for its problem solving assistance. In the building and maintenance of the system there are two other roles: the problem domain expert who builds and supplies the knowledge base providing the domain expertise, and a knowledge engineer who assists the experts in determining the representation of their knowledge, enters this knowledge into an explanation module and who defines the inference technique required to obtain useful problem solving activity. Usually, the knowledge engineer will represent the problem solving activity in the form of rules which is referred to as a rule-based expert system. When these rules are created from the domain expertise, the knowledge base stores the rules of the expert system.

Inference rule
An understanding of the "inference rule" concept is important to understand expert systems. An inference rule is a statement that has two parts, an if-clause and a then-clause. This rule is what gives expert systems the ability to find solutions to diagnostic and prescriptive problems. An example of an inference rule is:

If the restaurant choice includes French, and the occasion is romantic, 

Then the restaurant choice is definitely Paul Bocuse. 

An expert system's rulebase is made up of many such inference rules. They are entered as separate rules and it is the inference engine that uses them together to draw conclusions. Because each rule is a unit, rules may be deleted or added without affecting other rules (though it should affect which conclusions are reached). One advantage of inference rules over traditional programming is that inference rules use reasoning which more closely resemble human reasoning.

Thus, when a conclusion is drawn, it is possible to understand how this conclusion was reached. Furthermore, because the expert system uses knowledge in a form similar to the expert, it may be easier to retrieve this information from the expert.

[edit] Application of expert systems
Expert systems are designed and created to facilitate tasks in the fields of accounting, medicine, process control, financial service, production, human resources etc. Indeed, the foundation of a successful expert system depends on a series of technical procedures and development that may be designed by certain technicians and related experts.

A good example of application of expert systems in banking area is expert systems for mortgages. Loan departments are interested in expert systems for mortgages because of the growing cost of labour which makes the handling and acceptance of relatively small loans less profitable. They also see in the application of expert systems a possibility for standardised, efficient handling of mortgage loan, and appreciate that for the acceptance of mortgages there are hard and fast rules which do not always exist with other types of loans.

While expert systems have distinguished themselves in AI research in finding practical application, their application has been limited. Expert systems are notoriously narrow in their domain of knowledge—as an amusing example, a researcher used the "skin disease" expert system to diagnose his rustbucket car as likely to have developed measles—and the systems were thus prone to making errors that humans would easily spot. Additionally, once some of the mystique had worn off, most programmers realized that simple expert systems were essentially just slightly more elaborate versions of the decision logic they had already been using. Therefore, some of the techniques of expert systems can now be found in most complex programs without any fuss about them.

An example, and a good demonstration of the limitations of, an expert system used by many people is the Microsoft Windows operating system troubleshooting software located in the "help" section in the taskbar menu. Obtaining expert / technical operating system support is often difficult for individuals not closely involved with the development of the operating system. Microsoft has designed their expert system to provide solutions, advice, and suggestions to common errors encountered throughout using the operating systems.

Another 1970s and 1980s application of expert systems — which we today would simply call AI — was in computer games. For example, the computer baseball games Earl Weaver Baseball and Tony La Russa Baseball each had highly detailed simulations of the game strategies of those two baseball managers. When a human played the game against the computer, the computer queried the Earl Weaver or Tony La Russa Expert System for a decision on what strategy to follow. Even those choices where some randomness was part of the natural system (such as when to throw a surprise pitch-out to try to trick a runner trying to steal a base) were decided based on probabilities supplied by Weaver or La Russa. Today we would simply say that "the game's AI provided the opposing manager's strategy."

Advantages and disadvantages
Advantages:

· Provides consistent answers for repetitive decisions, processes and tasks 

· Holds and maintains significant levels of information 

· Encourages organizations to clarify the logic of their decision-making 

· Never "forgets" to ask a question, as a human might 

Disadvantages:

· Lacks common sense needed in some decision making 

· Cannot make creative responses as human expert would in unusual circumstances 

· Domain experts not always able to explain their logic and reasoning 

· Errors may occur in the knowledge base, and lead to wrong decisions 

· Cannot adapt to changing environments, unless knowledge base is changed 

Types of problems solved by expert systems
Expert systems are most valuable to organizations that have a high-level of know-how experience and expertise that cannot be easily transferred to other members. They are designed to carry the intelligence and information found in the intellect of experts and provide this knowledge to other members of the organization for problem-solving purposes.

Typically, the problems to be solved are of the sort that would normally be tackled by a medical or other professional. Real experts in the problem domain (which will typically be very narrow, for instance "diagnosing skin conditions in human teenagers") are asked to provide "rules of thumb" on how they evaluate the problems, either explicitly with the aid of experienced systems developers, or sometimes implicitly, by getting such experts to evaluate test cases and using computer programs to examine the test data and (in a strictly limited manner) derive rules from that. Generally, expert systems are used for problems for which there is no single "correct" solution which can be encoded in a conventional algorithm — one would not write an expert system to find shortest paths through graphs, or sort data, as there are simply easier ways to do these tasks.

Simple systems use simple true/false logic to evaluate data. more sophisticated systems are capable of performing at least some evaluation, taking into account real-world uncertainties, using such methods as fuzzy logic. Such sophistication is difficult to develop and still highly imperfect.

Ethical and Social Impact of Information Systems 

Introduction 
If nothing else , history has shown that technology change is inevitable. Competitive economics virtually guarantees that the search for new products, new manufacturing techniques, and other ways to gain competitive advantage will continue. 

Changes in technology often affect sociey. Technology can change individuals, jobs, education, governments, and social interactions. As components of society, each group has rights ans responsibilities to others, such as a right to privacy and obligations regarding ethics. 

Technology’s efect on individuals can be benficial or detrimental. Often a change in technology helps one set of individuals and harms another group. Typical problems include loss of privacy, depersonalisation, and changing incentives or motivations. Advantages include lower prices and better products and services. 

We have to undersatnbd one fact that Informatioin Systems become ubiquitous. People as well as organisations have come to depend on them not only for success and survival, but also for the conduct of everyday transactions and activities. Computer systems have invaded nearly every aspet of our daily lives. As information technology advances, it creates a continuing sream of new issues pertaining to those parts of our lives that it impacts. In the business arena, information technology has presented ethical issues in four areas: privacy, property, accuracy and access. In addition, ethical issues sorround the impact information technology has on us all. 

Understanding Ethical & Social Issues Related To Systems 
It probably goes without saying that the security and ethical issues raised by the Information Age and specifically the Internet are the most explosive to face our society in decades. It will be many years and many court battles before socially acceptable policies and practices are in place. 

You may love the idea that a gardening Web site or a mail order catalog gives you information about what grows best in your backyard (literally your backyard). You might even love the idea that you can sign on to Amazon.com and there's information about a book or CD by your favorite author or artist. If you're not especially interested in Stephen King or Frank Sinatra, don't worry; Amazon.com knows that and so won't bother you with products from those artists. 

A Model for Thinking about Ethical, Social, and Political Issues 
Many of these issues not only touch our society as a whole, but also raise lots of questions for organizations, companies, and the workplace in general. We hear arguments for free speech, personal responsibility, and corporate responsibility. There are discussions about the government's role in all this. 

How you act, individually and as groups, in this gray area may well define the future of our society. Though that may sound a bit dramatic, you must understand that you are part of the development of "acceptable usage" of this new medium and will help define the direction in which it goes. That's no exaggeration: You use the Internet frequently (and be assured the frequency will increase), therefore you are...! [image: image17.png]



This above figure shows the relationship between ethical, social, and political issues in an information society. You could change this diagram somewhat to avoid the impression that the five dimensions are separate. You'd show significant overlap of each area, and most of the diagram would be in shades of gray. The five dimensions we'll discuss are: information rights and obligations, property rights, accountability and control, system quality, and the quality of life. 

Key Technology Trends That Raise Ethical Issues 
Information technologies pose problems and threats to established societal rules, and new advances pose new situations and possible threats to privacy and ethics. In addition to the technologies in the book, you need to understand the most recent technological threats to your privacy in cyberspace: 

You say to yourself, "Hey I don't really care. Nobody will ever care about what I do or where I go on the Internet." Well, you might want to think twice about that. There have been reported instances of companies accessing databases from various sources as part of the screening process to determine what 

This above figure shows the relationship between ethical, social, and political issues in an information society. You could change this diagram somewhat to avoid the impression that the five dimensions are separate. You'd show significant overlap of each area, and most of the diagram would be in shades of gray. The five dimensions we'll discuss are: information rights and obligations, property rights, accountability and control, system quality, and the quality of life. 

And if you have received threatening, aberrant emails or flames in chatroom or discussion groups, and haven't reported them according to the usage policies, you may be as much a part of the problem as the perpetrator! 

Ethical Analysis 
It's safe to say you'll find yourself in situations where your ethics are challenged. What should you do? Try: 

• Separating fact from fiction. 

• Remembering, no matter how thin you slice it, there are always two sides. 

• Determining who's really involved. 

• Compromising; it doesn't always have to be an "either-or" outcome. 

• Anticipating the outcome; it will help you devise better solutions. 

We'll be incorporating the ethical principles outlined in the text into the discussions throughout the remainder of this chapter. 

Candidate Ethical Principles 
The principles listed in the lesson are deeply rooted in cultures around the world. We seriously doubt the authors had the Internet in mind when they developed these guidelines. But, when you think about it, the principles work nicely, even in cyberspace! 

Professional Codes of Conduct 
Codes of conduct were created in part to give the public a sense of trust in a group of professionals. Professionals use the codes to define the limits of their activities and to help guide them in their businesses and organizations. 

Some Real-World Ethical Dilemmas 
Individuals, companies, and corporations are being forced to deal with these new ethical and social issues in ways never before imagined. Apply the ethical analysis we just discussed to the real-world situations presented here and in the lesson. 

No issue has been harder for organizations to deal with than that of email. Should companies be allowed to read employees' emails, especially if they are personal? Should employees be allowed to send personal emails to begin with? Should emails be used against a person or company in a court of law, and how? A recent example of this issue is the Microsoft antitrust trial. 

So in your opinion, what is right? Is it okay for an employee to download the latest picture from Restricted Web site and use it as a screensaver on a computer at work? Is it okay to run a personal commercial Web site from your workplace computer using the company's computer resources? Is it okay to email discriminatory jokes over the company network that wouldn't be allowed over the water cooler? Is it okay to send email telling everyone that the boss is a jerk, then get mad when the company fires you? 

Is it okay for the company to use the new Intel Pentium III chip to monitor your computer usage every minute you're on the job? Is it okay for the company to use technology to monitor your keystrokes 

so they can determine how much work you're doing? Is it okay for you to use the company's computers and networks to surf Macy's Web site and order the latest fashions during your lunch break? Should a company be allowed to remove Solitaire from employee computers? 37.4 The Moral Dimensions of Information Systems This section examines the five moral dimensions (information rights, property rights, accountability, liability, and control, system quality, and the quality of life) by asking you to examine them from a personal standpoint. Information Rights: Privacy and Freedom in an Information Society There have been some attempts to regulate the collection and use of information about individuals, as the table shows. 
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Many of us take our privacy and freedom for granted. You should be aware of how technology is changing and challenging our basic assumptions about these issues. Video rental records are more protected from misuse and prying than are your medical records. It's a fact. We all assume that the Constitution guarantees by our personal privacy and freedom from surveillance. If someone set up a video camera inside your dorm room or on your front porch to monitor your every movement, what would you do? In some cases, that's similar to what happens when you access some Web sites. So how do we protect our privacy and freedom from surveillance in a high-tech world? The lesson provides some information regarding privacy rights protected by law and established practices. But before you jump up and say, "Hey, the Privacy Act of 1974 says you can't spy on me," remember that law applies only to the federal government's actions. If Macy's or Playboy or Buy.com wants to collect information about your surfing habits and sell it to other companies, there is nothing to stop them. Absolutely nothing! Think about this: If information is supposedly collected for one purpose, is it ethical for that information to be used for a totally different purpose without you knowing it? Is it fair to require you to provide medical information that is primarily intended to be used to pay your insurance bills and then have that same information used against you when the insurance company deems you too expensive and cancels your policy? Is it fair to have that same information used against you in denying you employment because you're too expensive to hire? 

Spamming (unsolicited emails) has been challenged in the courts by Internet Service Providers (ISP) as an unfair practice. The ISPs say the thousands of emails clog their systems and no one wants them anyway. The spammers argue their right to Freedom of Speech is violated if they can't send emails to anyone they want. Which side are you on? 

Property Rights: Intellectual Property 
Intellectual property issues have been around for hundreds of years. Some of the laws and policies in place to settle disputes about copyrights, patents, and trade secrets have to be rewritten to apply to the Internet. Intellectual property is a result of someone's effort to create a product of value based on their experiences, knowledge, and education. In short, intellectual property is brain power. 

What if you wrote the next great American novel, hoping to cash in big time? Maybe you could retire to the Bahamas and drink lemonade on the beach all day. But then you find out that someone posted your next great American novel to the Internet and everyone is reading it free of charge. Now you're back in your hometown drinking lemonade at the local mall while you decide whether to look for a job at MacDonald's or Burger King. The good news is everyone loves your book! 

Unfortunately, that sort of thing happens too often in cyberworld. You're pretty excited to get that free copy of the newest game software while the poor guy who spent hours of his time and effort writing it is not so excited to realize he's not getting any compensation. 

Everything on the Web is considered to be protected under copyright and intellectual property laws unless the Web site specifically states that the content is public domain. 

Copyright laws and intellectual property rights cannot be violated on the Internet any more than they can in other mediums. While this isn't a law class, you should be aware of the fine line between acceptable and legal usage of materials and the illegal theft of materials. When it comes to copyright material, the underlying ideas are not protected, just the publication of the material. On the other hand, a patent grants a monopoly on the underlying concepts and ideas. Before you use anything, especially any material on the World Wide Web, make sure you are using it legally and ethically. 

Get past the idea that because everything on the Web is free, easy, and available 24 hours a day, it must be okay to use it however you want. The question you should be asking yourself is "Is it ethically right and legal?" 

Accountability, Liability, and Control 
Many of our laws and court decisions establishing precedents in the area of accountability, liability, and control were firmly in place long before computers were invented. Many of them date back to the early 1900s, and some simply don't make sense in this day and age. That's what we were referring to when we talked about new questions for organizations, companies, and the workplace in general. No issue makes this subject more important than the Internet laws our government has tried and still tries to pass. 

System Quality: Data Quality and System Errors 
As we rely on Information Systems more, data quality issues are gaining importance. These issues affect you as a consumer and as a user. Our government recognizes the danger of allowing unequal access to technology to continue. It has enlisted the help of private individuals and corporations in an effort to install computers and Internet access in public schools and libraries across the nation. Most schools are now wired for networks and are learning to incorporate technology into the curriculum. Health Risks: RSI, CTS, and Techno stress As managers, you should be acutely aware of the health issues caused by computer usage. Why? Because these health issues cost businesses huge amounts of dollars each year in medical treatment claims and lost productivity. Carpal tunnel syndrome (CTS) is the most serious health issue plaguing businesses. It doesn't take much to avoid the problems associated with computer usage. Ergonomics, the study of the relationship between humans and machines, has helped determine that it's cheaper to purchase equipment that reduces the health risks associated with computers such as different keyboards, monitors that reduce eye strain, and desks that allow proper body positions. Too much of a good thing can be bad. You've heard of road rage, the anger people experience when driving. We are now experiencing road rage on the Information Superhighway, where it is called technostress. Managers should encourage employees to take frequent breaks from their computer and to recognize and understand the dangers of isolation. We may be a wired nation, but we still need the human touch. How has all this technology affected you? Think about it. Ultimately, there is a positive and a negative side to everything. How you handle it determines how it affects you. Management Actions: A Corporate Code of Ethics Many firms have not established a Code of Ethics or a policy for employee conduct when computing in today's workplace. Some corporations are confused about what to include and how to approach this new dilemma. Following are the five moral dimensions would be a good start! Businesses and their managers should recognize: • The information rights to privacy and freedom • The property rights to individual ideas and efforts • The accountability, liability and control issues involved in using technology • The system quality requirements of businesses and individuals • The quality of life impact of technology Companies can no longer ignore the necessity of establishing rules for technology usage. The issue will only continue to grow. If you work for a company that doesn't have a policy, you should encourage it to establish one immediately. If you're a manager in a company, you should get busy and establish a policy for your employees - it's the only fair thing to do. 
Summary Technological trends are posing new situations and questions we haven't had to deal with before. Since it's your world and your future, you should be concerned and become involved in their resolution. Ethics in an information society holds each person responsible for his or her actions. Each person is accountable for everything he or she does, no matter how anonymous the action may seem. Each person is liable for the consequences his or her actions may inflict on other people and society as a whole.

If it sounds too good to be true, it is. If it's illegal or immoral or unethical outside the computing arena, it's probably illegal, and immoral and unethical in the computing arena. If you are aware of a problem or are a victim of unethical, illegal actions, and you don't do something about it, you're part of the problem. Managers have an obligation to ensure policies are in place to help guide their employees in the ethical and legal use of technology. It's your new world - use it wisely. 

Challenges in Management of Information Systems 

Introduction 
Although information systems are creating many exciting opportunities for both businesses and individuals, they are also a source of new problems, issues and challenges for managers. In this course, you will learn about both the challenges and opportunities information systems pose, and you will be able to use information technology to enrich your learning experience. 

Learning to Use Information Systems: New Opportunities with Technology 
Is this new technology worth the headaches and heartaches associated with all the problems that can and will arise? Yes. The opportunities for success are endless. The new technologies do offer solutions to age-old problems. Improvements are possible to the way you operate and do business. 

The rest of the lessons in this book and this course will give you tools you can use to be successful with the current and future Management Information Systems. 

The Strategic Business Challenge 
Companies spend thousands of dollars on hardware and software, only to find that most of the technology actually goes unused. "How can that be?" you ask. Usually because they didn't pay attention to the full integration of the technology into the organization. Merely buying the technology without exploiting the new opportunities it offers for doing business smarter and better doesn't accomplish much. Think and rethink everything you do and figure out how you can do it better. Change is inevitable, and information must be managed just as you would any other resource. 

Creating a digital firm and obtaining benefit is a long and difficult journey for most organisations. Despite heavy information technology investments, many organisations are not realising significant busine
ss value from their business systems, nor or they become digitally enabled. The power of computer hardware and software has grown much more rapidly than the ability of organisations to apply and to use this technology. To fully benefit form information technology, realize genuine productivity, and take advantage of digital firm capabilities, many organisations actually need to be redesigned. They will have to make fundamental changes in organisational behavior, develop new business models and eliminate the inefficiencies of outmoded organisational structures. If organisations merely automate what they are doing today, they are largely missing the potential of information technology. 

The Globalization Challenge 
The world becomes smaller every day. Competition increases among countries as well as companies. A good Management Information System meets both domestic and foreign opportunities and challenges. The rapid growth in international trade and the emergence of a global economy call for 

information systems that can support both producing and selling goods in many different countries. In the past, each regional office of a multinational corporation focused on solving its own unique information problems. Given language, cultural and political differences among countries, this focus frequently resulted in chaos and the failure of central management controls. To develop integrated, multinational, information systems, businesses must develop global hardware, software and communication standards; create cross-cultural accounting and reporting structures; and design transnational business processes. The Information Architecture Challenge You have to decide what business you are in, what your core competencies are, and what the organization's goals are. Those decisions drive the technology, instead of the technology driving the rest of the company. Purchasing new hardware involves more than taking the machine out of the box and setting it on someone's desk. Remember the triangle of hardware, software, and persware. Take care of the people and they will take care of the rest! Information architecture describes how to incorporate technology into the mainstream processes in which the business is involved. How will the new Information System support getting the product produced and shipped? How will Advertising and Marketing know when to launch ad campaigns? How will Accounting know when to expect payment? Many companies are saddled with expensive and unwieldy information technology platforms that cannot adopt to innovation and change. Their information systems are so complex and brittle that they act as constraints on business strategy and execution. Meeting new business and technology challenges may require redesigning the organisation and building a new information architecture and information technology infrastructure. The Information Systems Investment Challenge Too often managers look at their technological investments in terms of the cost of new hardware or software. They overlook the costs associated with the non-technical side of technology. Is productivity up or down? What is the cost of lost sales opportunities and lost customer confidence from a poorly managed E-Business Web site? How do you determine if your Management Information System is worth it? A major problem raised by the development of powerful, inexpensive computers involves not technology but management and organisations. It’s one thing to use information technology to design, produce, deliver and maintain new products. It’s another thing to make money doing it. How can organisations obtain a sizeable payoff from their investments in information systems? How can management make sure that the management information systems contribute to corporate value? The Responsibility and Control Challenge Remember, humans should drive the technology, not the other way around. Too often we find it easier to blame the computer for messing up than to realize it's only doing what a human being told it to do. Your goal should be to integrate the technology into the world of people. Humans do control the technology, and as a manager, you shouldn't lose sight of that. How can we define information systems that people can control and understand? Although information systems have provided enormous benefits and efficiencies, they have also created new problems and challenges of which managers should be aware. The following table describes some of these problems and challenges.

Positive and Negative Impacts of Information Systems 
	Benefits of Information Systems 
	Negative Impact 

	Information system can perform calculations or process paperwork much faster than people. 
	By automating activities that were previously performed by people, information systems may eliminate jobs 

	Information systems can help companies learn more about the purchase patterns and the preferences of the customers. 
	Information systems may allow organisations to collect personal details about people that violate their privacy 

	Information systems provide new efficiencies through services such as automated teller machines (ATMs), telephone systems, or computer controlled airplanes and air terminals 
	Information systems are used in so many aspects of everyday life that system outages can cause shutdowns of businesses or transportation services, paralyzing communities. 

	Information systems have made possible new medical advances in surgery, radiology, and patient monitoring 
	Heavy uses of information systems may suffer repetitive stress injury, technostress, and other health problems 

	The internet distributes information instantly to millions of people across the world. 
	The internet can be used to distribute illegal copies of software, books, articles, and other intellectual property. 


Management's focus must continually change to take advantage of new opportunities. Changes should take place throughout the organization. They require lots of attention and planning for smooth execution. 

Extranets pack tough new challenges for MIS - Industry Trend or Event 
Asking analysts and consultants to talk about the extranet phenomenon often leads to the same response: "What do you mean when you say extranet?" Confusion abounds when it comes to trying to nail down a solid definition for something that to some folks makes more sense as a concept than as a product or service. 

In fact, at least one industry player believes the term to be meaningless. Semantics aside, many organizations are beginning to see real advantages to allowing selected suppliers, customer and business partners access to part or all of their own networks via the Internet, according to observers. Within the next three to four years, "the primary vehicle for delivering electronic commerce in the b-to-b [business to business] world will in fact be over extranets, rather than private value-added networks or even the global, open Internet," says Alyse Terhune, a research director with the Gartner Group in Stamford, Conn. 

And while companies used to develop and implement their own extranet strategies, more and more are looking to outside help, according to analysts. Internet Service Providers (ISPs) are particularly eager to cash in on the growing market. 

Outsourcing may be a cheap and easy answer for some firms, but Terhune isn't convinced it's a surefire strategy. "I think that there are lots of pieces involved in a successful extranet, and some of them are the core competency of ISPs and some of them aren't." A solid infrastructure is one thing, she says, but administrative logistics can be something else entirely. Especially when different organizations with different ways of doing business get together. 

"You have to deal with the business process that's being accommodated. That means providing things like applications that will facilitate say, buying and selling. That's more than just a catalogue. In the business world that's who within my requisitioning organization can buy from what suppliers," what they can buy and how much they can buy, she says. Security can also be a big issue, but is more of an administrative problem than a technological one, says Terhune. "When you really look at the problem of securing information and determining which information has to be secured and to whom, it becomes more complicated." Technical solutions such as encryption, firewalls and data packets are "more or less standard features" these days, Reisman claims, but some organizations are still very Internet-shy. Large corporations tend to be bigger targets for hackers and spies, he says, something small firms might want to consider when budgeting for security features. Future developments are particularly hard to quantify when it comes to extranets. It's difficult enough to come to a consensus on what they are now, let alone to guess how they might develop or grow in use over time. 39.3 Summary Managers will also be faced with ongoing problems of security and control. Information systems are so essential to business, government and daily life that organisations must take special steps to ensure that they are accurate, reliable and secure. A firm invites disaster if it uses systems that don’t work as intended, that don’t deliver information in a form that people can interpret correctly and use, or that have control rooms, where control don’t work or where instruments give false signals. Information systems must be designed so that they function as intended and so that humans can control the process.

Business Process Re-engineering (BPR) 

Introduction 
Organizations are managed today by a set of principles that have evolved since the beginning of the industrial revolution. This revolution started with the concept of division of labor, conceived by Adam Smith in 1776. According to this concept instead of one craftsman making an entire product (such as a shoe or a pin), several people would make the product each specializing in one task. Each task would be relatively simple, so it would be easy to learn. This would reduce the long apprenticeship periods. In addition, when people specialize in these sim-ple tasks, output can increase. This situation led to cheaper products and higher demand. Since the tasks were simple, they were easy to automate when machines were introduced. Automation reduced the price of products further and further, and factories became larger and larger. Instead of producing for customers after an order was placed, products were produced in large quantities and sold in the market place. Several principles and methods were created over the years that enhanced the development of the Industrial Revolution. The most important ones are: 

• Specialization of labor 

• Mass production (producing large quantities, storing them, selling them at a later time) 

• Hierarchical organizational structure following functional specialties with top down lines of authority 

• Assembly lines that bring the work to the worker whenever possible 

• Complex support systems for planning and budgeting, resource allocation, coordination, and control 

These principles and methods were successful in developing world-class organizations, moving nations to a developed status, and significantly increasing standards of living. 

As long as the pace of the changes was slow, it was possible to deal with the changes by using continuous improvement programs, which included automation of existing processes, small structural modifications, quality and productivity improvement programs, and modifications in management procedures. However, as the pace and the magnitude of business pressures and changes accelerate, continuous improvement programs could become ineffective in many cases. As the saying goes, the old tricks simply do not work. 

This lesson introduces you to the topic of reengineering the business, known as business process reengineering (BPR), and the major role that IT plays as a BPR enabler. First let us begin with a discussion of why BPR is becoming a major issue in business. 

Definitions 
A business process is a collection of activities that take one or more kinds of input and create an output of value to the customer. For example, accept an application for a loan, processing it, and approving (or rejecting) it is '"' business process in a bank. 

What is a  Business Process?

The following are some examples of business processes: 1. Credit card approval. An applicant submits an application. The application is reviewed first to make sure that the form has been completed properly. If not, it is returned for completion. The completed form then is verified by checking a report from a credit company and calling references. Once the information has been verified, an evaluation is done. Then, a yes or no decision is made. If the decision is negative, an appropriate rejection letter is composed. If the decision is positive, an account is opened, and a card is issued and mailed to the customer. The process is usually done by several individuals. 2. Processing an expense form. An employee submits a form for expense reimbursement. The form is checked for completeness and eligibility is checked. A certain amount is then approved for reimburse-ment with explanation of any amount denied. An authorization to pay is made, and a check is issued and sent to the payee. 3. Renewal of a driver's license. The applicant fills out a form and is given a written test of driving rules. The test is checked. If the applicant passes, he or she takes a vision test. Then a picture is taken, the ap-propriate fee is collected, and a temporary license is issued. The information is entered into a database and a permanent license is issued and mailed to the applicant. (In some states a permanent license is is-sued on the spot.) 4. Manufacturing a toy. A market research is conducted to determine areas of demand. Designers prepare a prototype for which a marketing test is conducted. If a go decision is made, design improve-ments are introduced and pricing and advertisement strategies are determined. Production is then scheduled, materials are purchased and other resources are planned for. The toy is manufactured, tested and packaged. Shipments to warehouses are made. An organization operates several business processes designed to attain its goals. For example, a manufacturing organization includes the following processes: (1) customer ordering, (2) work orders, (3) manufacturing, (4) distribution, (5) logistics, (6) accounting and finance, and (7) inventory. These processes involve customers, suppliers, employees, management, and possibly government agencies. Value added is the amount of value created in each process. The relationship between organizations, major processes, and value added is summarized in the value chain model. Business process reengineering (BPR) is the fundamental rethinking and radical redesign of business processes to achieve dramatic improvements in measures of performance such as quality,' cost, speed, and services. BPR can be introduced in one, a few or all organizational processes. • Demand chain. The demand chain describes all the activities that relate to obtaining an order among all participants: customers, purchasing agents, salespersons, etc. (The chain is a business process that links organizations with their partners. For example, manufacturers, suppliers, wholesalers, retailers and customers are all part of the chain.) • Supply chain. The supply chain describes all the activities that occur once you get an order. • Extended supply chain. An extended supply chain involves not only the company that produces the product or the service, but also its suppliers and customers. The process encompasses many activities starting from order generation to customer service. These activities are intended to add value along the supply chain. The extended supply chain, which includes both the demand and the supply chain, is frequently referred to just as the supply chain.

• Supply chain management. The planning, organizing, coordinating, and control of a business process along the supply chain of a business process is called supply chain management (SCM). • A networked organization is a combination of entities connected by a computer network. • Organization transformation is the process of moving from the traditional to a reengineered, frequently networked, organization. When is Business Process Reengineering Needed? The major environmental pressures are summarized as the three Cs-customers, competition, and change. • Customers today know what they want, what they are willing to pay, and how to get products and services on their own terms. • Competition is continuously increasing with respect to price, quality, selection, service, and promptness of delivery. Removal of trade barriers, increased international cooperation, and the creation of technological innovations cause competition to intensify. • Change continues to occur. Markets, products, services, technology, the business environment, and people keep changing, frequently in an unpredictable and significant manner. Since the old methods are not always working, organizations face situations like the one described in the following example. Nick Simmons had accepted an executive position with Honeywell in Minneapolis; he contacted his insurance company in his home city, Detroit. He had been a C1 tamer for the past 25 years and wanted to transfer his insurance to the Minneapolis office keeping the same life, health, personal liability, and auto coverage. Much to Nick's disappointment, he found that he would have to contact an age when he arrived in Minneapolis and reapply for insurance. Nick asked his agent in Detroit whether she could at least give him the name of a good agent in Minneapolis. He was to the best thing to do would be to look up an agent in the Yellow Pages. Nick had been loyal for over 25 years and was trying to remain a customer. Yet, it was as if the insurance company was deliberately trying to alienate him. When he arrived in Minneapolis Nick checked competitive rates on the Intern and found several quotes for low rates. After making an evaluation, he ended up selecting a new insurance company. For Further Exploration: Assume that Nick's problem resulted from poor communication and information flow in the Detroit office of his insurance company, and it lack of access to the data stored in Detroit from the Minneapolis office. How could the incident have been avoided? Assuming an insurance company is concerned about retaining customer. The above IT at Work illustrates an organization that is probably not accomplishing its objectives very well. Research shows that it is five to six times more difficult and expensive to obtain a new customer than it is to retain an existing client. Yet during the 1980s and early 1990s, customers in almost every area of business became disillusioned with the types of services they were receiving from mm organizations. What went wrong with these organizations What needs to be done to correct the problem? • Techniques lag behind technology. One of today's fundamental organizational problems is that the ways we do things do not keep up with technology. This has almost always been true. Many of the approaches that are being used by organizations today were developed before computing technology and, more recently, network technology. During the Industrial Revolution, the notions of specializing and "dividing and conquering" were prevalent as organizations developed what is now called the hierarchical organization or pyramidal structure where the ultimate authority and responsibility reside at the top. Authority and responsibility flow down through ever-widening successions of levels to the bottom of the organization.

• Fragmented piecemeal systems: Earlier we mentioned that a problem may arise because of improper organizational structures and unsuited information systems. For example, a budgeting system was perceived to be primarily that of the finance department, even though all functional areas of the organization do budgeting. • Integration: Besides creating inefficient redundancies, the independent subsystem structure causes difficulties in the integration of information that is required for decision making purposes. The systems and files have been developed along department or functional boundaries. For example, account numbers are not logically related and cannot be used for cross-referencing a customer's accounts. This seriously limits reporting capabilities. A loan officer, for instance, may want to check information pertaining to a loan applicant's savings accounts. However, there is no linkage to these data from the loan system. Indeed, the loan officer may have to ask the loan applicant if he or she has a savings account with the bank and what his or her account number is. Consider a case where the management of the bank wants to increase the offering of mortgage loans to utilize large savings deposits. Management decides to send letters encouraging specific customers to consider buying homes, using convenient financing available through the bank. Management also decides that the best customers to which to send such letters are the following: 1. Customers who do not currently have mortgage loans or who have loans for a very small percentage of the value of their homes. 2. Customers who have good checking account records (Le., few or no over-drafts) . 3. Customers with sufficient funds in their savings accounts to make a down payment on a home. 4. Customers who have good payment records on any installment loans with the bank. Because the data necessary to identify such customers may be available in different files of different information systems, there may be no convenient or economic way to integrate them. Using innovations such as data warehouses and special integrated software can be helpful but expensive. Therefore, extensive programming and clerical work are required to satisfy such an information re-quest. Management is understandably disappointed and unable to function effectively. The scenario of the bank can be translated into other' organizational settings. 
The Principles of BPR and the Role of IT What is the difference between reengineering and incremental improvement programs? Reengineering is a part of process innovation, which involves stepping back from a process to inquire into its overall business objectives, and then effecting creative and radical change to realize order-of-magnitude improvements in the way that the objectives are accomplished. The term process innovation encompasses the envisioning of new work strategies, the actual process design activity, and the implementation of the change in all its complex technological, human, and organizational dimensions. The differences between process innovation and incremental improvement are shown below Process Innovation Incremental Improvement Change Abrupt, volatile Gradual, constant Effects Immediate, dramatic Long-term, more subtle Involvement A few champions From few to everybody Investment High initially, less laterLow initially, high to sustain Orientation Technology People Focus Profits Process Characteristics of Business Process Reengineering
The major characteristics are: 1. Several jobs are combined into one. 2. Employees make decisions (empowerment of employees). Decision making becomes part of the job. 3. Steps in the business process are performed in a natural order, and several jobs get done simultaneously. 4. Processes may have multiple versions. This enables the economies of scale that result from mass production, yet allows customization of products and services. 5. Work is performed where it makes the most sense, including at the customers' or suppliers' sites. Thus, work is shifted, if necessary, across organizational and even international boundaries. 6. Controls and checks and other non-value-added work are minimized. 7. Reconciliation is minimized by cutting back the number of external contact Points and by creating business alliances. 8. A hybrid centralized/decentralized operation is used. 9. A single point of contact is provided to customers, called a "case manager" or a deal structure (see the following IT at Work). IBM Credit Corporation Reduced Cycle Time by 90 Percent IBM Credit Corporation provides credit to customers who purchase IBM computers. The process of credit approval used to take an average of seven days. Because of the long processing time, salespeople felt that they were losing many potential customers; therefore, reducing processing time became critical. The Old Process STEP 1: The IBM salesperson telephones in, requesting credit approval for a customer. STEP 2: A clerk logs the call on paper; a messenger takes it to the credit department. STEP 3: A specialist enters the data into the computer, checks creditworthiness of the potential customer, and prepares a report. STEP 4: The report is physically moved to the business practices department. STEP 5: The business practices department modifies a standard loan to fit the customer's needs. STEP 6: Using a spreadsheet, a pricer determines the appropriate interest rate and payment schedule. Another piece of paper is added to the application. STEP 7: An administrator uses the information to develop a quote letter. STEP 8: The quote letter is delivered to the salesperson, who submits it to the customer. Incremental attempts to increase productivity improved some of the activities, but the overall time reduction was minimal. The Reengineered Process One person, called a deal structurer, conducts all the above steps. One generalist replaces four specialists. To enable one person to execute the above steps, a simple DSS provides the deal structurer with the guidance needed. The program guides the generalist in finding information in the databases, plugging numbers into an evaluation model, and pulling standardized clauses-"boilerplate" -from a file. For difficult situations, the generalist can get help from a specialist. Results The turnaround time has been slashed from seven days to four hours! Furthermore, IBM credit can handle a volume of business up to 100 times larger now.

Role of IT The role played by Information Technology for any process innovation and subsequent Reengineering can be listed down as follows: 1. IT supports changes in the organization structure. 2. IT supports changes in the business process. 3. IT supports shortening the time-to-market. 4. IT supports customer-centered organizations. 5. IT enhances empowerment of employees. 6. IT enhances TQM programs. The role of IT can be very critical and it is increasing due to the Internet/intranet. Geoffrey (1996) provides several examples of how intranets have rescued BPR projects. One of these, the AT&T case, is described next. 
BPR and Restructuring the Organization Reengineering efforts involve many activities, four of which are described in this section: redesign of processes, mass customization, cycle time reduction, and restructuring the organization. Several other activities are described in the forthcoming sections. a. Redesign of Processes: One of the most publicized examples of redesign is the accounts payable process at Ford Motor Company. The example is illustrated below. As part of its productivity improvement efforts, Ford management put its North American Accounts Payable Department under the microscope in search of ways to cut costs. Management thought that by streamlining processes and installing new computer systems, it could reduce the head count by some 20 percent to 400 people. But after visiting Mazda's payables department (Ford is part owner of Mazda), Ford managers increased their goal: perform accounts payable with only 100 clerks. Analysis of the existing system revealed that when the purchasing department wrote a purchase order, it sent a copy to accounts payable. Later. When material control received the goods, it sent a copy of the receiving document to accounts payable. Meanwhile, the vendor also sent an invoice to accounts payable. If the purchase order, receiving document, and invoice matched, then the accounts payable department issued a payment. Unfortunately the department spent most of its time on the many mismatches. To prevent them, Ford instituted "invoiceless processing." Now, when the purchasing department initiates ax order, it enters the information into an online database. It does not send a copy of the purchase order to anyone. The vendor receives notification through an EDI. When the goods arrive at the receiving dock, the receiving clerk checks the database to see whether the goods correspond to an outstanding purchase order. If so, he or she accepts them and enters the transaction into the computer system. (If there is no database entry for the received goods, or if there is a mismatch, the clerk returns the goods.) . Under the old procedures, the accounting department had to match 14 data items among the receipt record, the purchase order, and the invoice before it could issue payment to the vendor. The new approach requires matching only four items-part number amount, unit of measure, and supplier code-between the purchase order and the receipt record. The matching is done automatically, and the computer prepares the check, wlIi4 accounts payable sends to the vendor (or an electronic transfer is done). There are no invoices to worry about since Ford has asked its vendors not to send them. The reengineered system as compared to the old one is shown in the figure below. .

Ford did not settle for the modest increases it first envisioned. It opted for a radical change and it achieved dramatic improvement: a 75 percent reduction in head count, not the 20 percent it would have achieved with a conventional improvement program. And since there are no discrepancies between the financial record and physical record, material control is simpler, receipts are more likely to be correct, and financial information is more accurate. b. From Mass Production to Mass Customization One of the most innovative concepts of the Industrial Revolution was mass production. In mass production, a company produces a large quantity of an identical, standard product. The product is then stored for future distribution to many customers. Because the concept of mass production results in a low cost, products are relatively inexpensive and sold in department or specialty stores to unknown customers. The concept of mass production was adapted to thousands of products, ranging from simple watches to major appliances, vehicles, and computers. A major change in marketing started about 30 years ago with the increased competition between automobile manufacturers. Customers were able to select "options," such as an air conditioner or automatic transmission. Manufacturers collected the customized orders. Once they accumulated enough similar orders to justify manufacturing the customized product, they produced the items. The result was a waiting time of several months. A similar strategy was developed in other relatively expensive products. However, today's customers are not willing to wait so long (see the Volvo case in Chapter 3, Section 3.6). The solution was found in mass customization. The concept of mass customization may be essential to the survival of many companies as we enter the twenty-first century. The basic idea is to enable a company to produce large volumes, yet to customize the product to the specifications of individual customers. Mass customization enables a company to provide flexible and quick responsiveness to a customer's needs, at a low cost and with high quality. It is made possible by allowing fast and inexpensive production changes, by reducing the ordering and sales process, by shortening the production time, and by using prefabricated parts and modules as shown in the following IT at Work example. Bally Engineered Structures of Bally, Pennsylvania, was established in 1933 as a producer of custom-made, insulated products for commercial and industrial uses. When the market matured in the 1970s, Bally found itself competing in a price-sensitive market. and the company developed into a mass production operation in order to reduce cost. However, with the beginning of the 1990s, the competition shifted from an emphasis on price alone to price-and-customized products. Bally (which employs 400 people) established new goals. They included: (to) customizing of products to suit the needs of the individual customers, (2) continuously developing new products, (3) delivering products to customers faster than the competition, and (4) reducing the overall manufacturing and administrative costs. These goals required a massive reengineering of the manufacturing process and other company processes. First Bally introduced a computer-driven intelligent system to reengineer sales and ordering processes, which were composed of 86 sequential tasks which could take five to seven weeks. A redesign of the sales and order entry system allowed salespeople to access information directly from a minicomputer via their own personal computers. Salespeople are able to provide customer requirements, receive price quotations, identify order status and shipment information, receive specification drawings, and communicate with anyone in the company through the electronic mail system. As a result, the sales and ordering process was reduced to less than 20 tasks and took only one to two weeks. Another improvement of the computerized system was the direct input of customer configurations into a CAD system. From the initial design, bills of materials were generated and copies could be sent via fax machine (now Internet fax) directly to the customer. This also allowed the elimination of a complex system of checking and

comparing the components. Every employee has access to all data needed for his or her job, and unnecessary paperwork has been minimized. As a result, the number of customer options has soared from 12 to 10,000, making Bally a true mass customizer. Bally also developed a computerized network that links sales representatives, customers, production people, and suppliers into one system which shares information across the entire supply chain. This system evolved by 1998 into an Internet community (see Chapter 7). Without mass customization, Bally would be a struggling company fighting to cut prices with other competitors. Today, however, the company has a leading position, with 12 to 15 percent of the $500 million U.S. market. c. Cycle Time Reduction Cycle time refers to the time it takes to complete a process from beginning to end. As discussed earlier, competition today focuses not only on cost and quality but also on time. Time is recognized as a major element that provides completive advantage, and cycle time reduction is a major business objective. The success of Federal Express, for example, is clearly attributable to its ability to reduce the delivery time of packages with complex computer-supported systems that allow flexible planning, organization, and control. The comeback of Chrysler Corporation and its success in the 1990s can attributed largely to its "technology center," which has brought about a more than 30 percent reduction in its time to market (the time from beginning the de. sign of a new model to the delivery of the car). Boeings corporation reengineered its design of airplanes by moving to total computerization. The first airplane designed in this manner was the 777. In a fundamental change to Boeings processes, a physical prototype was never built. In addition to reducing the cycle quality has been improved and costs reduced. Because of this, Boeing was able to compete successfully with Airbus Industries. Notice that both in Boeings and Chrysler's cases the change was fundamental and dramatic. First, the role 0 the computer was changed from a tool to a platform for the total design. Second it was not just a process change, but a cultural change relative to the role of the purer and the design engineers. According to Callon (1996), the engineers are now a part of a computer-based design system. Computing also played major communications role during the entire design process. There is an old saying that "time is money," so saving time saves money but cycle time reduction does more than save money. If you beat your computers with a new product, a product improvement, or a new service, you can gain a substantial market share. Pharmaceutical companies, for example, are deeper artily trying to reduce the cycle time of new drugs. If successful, they will be the first on the market, they may receive a patent on the innovation, and revamp will begin flowing sooner to repay their huge investments. Finally, telecommunications and especially the Internal and intranets provide a means of economically reducing- cycle time by cutting communications time through the use of e-mail and EDI and by allowing collaboration in design and operations of products and services. Cycle time reduction can be very beneficial, but to obtain maximum result from reengineering efforts, it may be necessary to restructure not just one or few processes, but the entire organization, as we describe next. d. Restructuring Organizations We've seen that one problem in many current organizations is vertical structures. How should a contemporary organization be organized? Answers con from two directions. First, management theories advocate a structure that pr vides leadership and support for critical activities and strategies. For example cost reduction can be achieved when some layers of middle management a eliminated. Second, we can examine the relationships between organization and information systems. e. Reengineering the Organization. The fundamental problem with the hierarchical approach is that any time a decision needs to be made; it must climb up and down the hierarchy. All it takes is one person who does not

understand the issues to say "no," and everything comes to a screeching halt. Also, if information is required from several "functions," getting all the right information coordinated can be a time-consuming and frustrating process for employees and customers alike. So, how is reengineering done? It all depends. For example, providing each customer with a single point of contact can solve the fundamental problem just described. The customer deals with a single point of contact, the account manager. The account manager is responsible for all bank services, and provides all services to the customer, who receives a single statement for all his accounts. Notice the role of IT is to back up the account manager by providing her with expert advice on specialized topics, such as loans. Also, by allowing easy access to the different databases, the account manager can answer queries, plan, and organize the work with customers. 32.5 Virtual Corporations One of the most interesting reengineered organizational structures is the virtual organization, usually referred to as a virtual corporation (VC). The creation, operation, and management of a VC is heavily dependent on IT and is especially facilitated by the Internet and electronic commerce. A virtual corporation is an organization composed of several business partners sharing costs and resources for the purpose of producing a product or service. The virtual corporation can be temporary, with a onetime mission such as launching a satellite, or it can be permanent. Each partner contributes complementary resources that reflect its strengths, and determine its role in the virtual corporation. Virtual corporations (VCs) are not necessarily organized along the supply chain. For example, a business partnership may include several partners, each creating a portion of a product or service, in an area in which they have special advantage such as expertise or low cost. Permanent virtual corporations are designed to do the following: • Create or assemble productive resources rapidly. • Create or assemble productive resources frequently and concurrently. • Create or assemble a broad range of productive resources. The concept of virtual corporations is not new, but recent developments in IT allow new implementations that exploit its capabilities (see O'Leary, et a1. [1997]). the modern virtual corporation can be viewed as a network of creative people, resources, and ideas connected via online services and/or the Internet, who band together to produce products or services. The major attributes of virtual corporations are: • Excellence. Each partner brings its core competence so an all-star winning team is created. No single company can match what the virtual corporation can achieve. • Utilization. Resources of the business partners are frequently underutilized, or utilized in a merely satisfactory manner. In the virtual corporation, resources can be put to use more profitably, thus providing a competitive advantage. • Opportunism. The partnership is opportunistic. A virtual corporation is organized to meet a market opportunity. • Lack of borders. It is difficult to identify the boundaries of a virtual corporation; it redefines traditional boundaries. For example, more cooperation among competitors, suppliers, and customers makes it difficult to determine where one company ends and another begins in the virtual corporation partnership. • Trust. Business partners in a VC must be far more reliant on each other and require more trust than ever before. They share a sense of destiny.

• Adaptability to change. The virtual corporation can adapt quickly to the environmental changes discussed in Chapter I because its structure is relatively simple. • Technology. Information technology makes the virtual corporation possible. A networked information system is a must. 32.6 Implementing Reengineering We have defined reengineering as achieving dramatic performance improvements through radical change in organizational processes. This really means creating new architecture for business and management processes. It involves the redrawing of organizational boundaries, the reconsideration of jobs, tasks, and skills. It literally means "rethinking everything." It is also important to understand what reengineering is not. Reengineering is not across-the-board cuts in employees or blind head count reduction, and, it is not "automating the history." There are several methodologies for executing BPR. These methodologies include many activities. The key activities of reengineering can be organized into three phases referred to as the 3 R's of Reengineering, which includes redesign, retool, and reorchestrate. • Redesign: The redesign of an organization must, first of all, have an ambitious, .cross-functional scope. It is not about improving a department or a function; it is about improving cross-functional activities. Typically, an organization that tries to cut costs by 5 to 10 percent often compromises services. However, organizations that try to cut costs by 50 percent often end up improving service. Why? Because you can save 5 to 10 percent by compromising customer service. But a 50 percent cut will require an entirely new process. • Retool: To retool for reengineering, the key issue is getting a good understanding of the current installed base of information systems applications and databases (see Rose [1995]). It is also important to understand the existing infrastructure in terms of computing equipment, networks, and the like, and their relationships to the current available software, procedures, and data. The key is an assessment of what the ideal IT architecture would be for the organization in terms of hardware and software, as well as appropriate information architecture. During this stage, it is very important to benchmark the technology being used in the organization against what the best competitors are using. It is also imperative to find out what the latest technologies are and determine in what direction the organization needs to go. • Reorchestrate: The tools employed in various levels have to organised and co-ordinated in an effective manner top ensure the proper implementation. Normally companies will set standards for ensuring the smoother application and organisation of tools throughout the various processes in reengineering. 
An Integrated Example in BPR DELL REENGINEERED THE PC MANUFACTURING SYSTEM The Problem MICHAEL DELL STARTED his business as a student, from his university dorm, by using a mail-order approach to selling PCs. This changed the manner by which PCs were sold. First, the customer did not have to come to a store to buy the computer, and second, Dell was able to customize the computer to the specifications of the customer, economically and in a very short time. The direct mail approach enabled Dell to under price its rivals, who were using distributors and retailers, by 10 percent. For several years the business grew slowly but Dell constantly captured market share. In 1993, Compaq, at that time the PC market leader, decided to cut prices to drive Dell out of the market. As a result of the price war, Dell Computers Ine. had a $65 million loss from inventory write downs in the first six months of 1993. The company was on the verge of bankruptcy.

The Solution Dell realized that the only way to win the price war was to introduce fundamental change in its own busi-ness, namely to reengineer it. In addition to competing on price and quality Dell started competing on speed. In 1998, if you ordered a standard PC on Monday, the computer was on the delivery truck the next day; a complex custom-made PC is delivered in 5 days or less. Among the innovations used to achieve this speed, many of which are IT-supported, were: • Dell builds many computers only after they are ordered. This is done by using just-in-time manu-facturing, which also enables quick deliveries at low cost. • Using an approach called mass customization, meaning producing large quantities of customized products, at a low cost. • Placing its component warehouses, which are maintained by its suppliers, within 15 minutes of Dell factories? Not only can you get parts quickly, but also you get parts that are up to 60 days newer than those of the major competitors. • Shipments, which are done by UPS and other carriers, are all arranged by electronic mail. • Dell collaborates electronically with its major buyers to pick customers' brains. • Most of Dell's customers are large corporations. While individual buyers want their units customized, large corporations may prefer standard computers. For example, Eastman Chemical Company needed 10,000 PCs, all with exactly the same parts and software, regardless of when and where in the world they were needed. The standardization saved operation and training maintenance costs of about $5 million annually for Eastman. Dell was the only vendor that was able to fulfill this need. • Dell's new PC models are tested at the same time as the networks that they are on are tested. This coop-eration with another vendor reduced the testing period from 60 to 90 days to 15. • Dell employees are constantly monitoring productivity and rate of return on investments. And What Role Did Information Technology Play? Most significant is the emergence of electronic commerce. In 1998, Dell was selling more than $1.5 million worth of computers each day on its Web site, and this amount was growing 20 percent per month! As a matter of fact Dell is aiming to sell most of their computers on the Web (www.dell.com). Customers can create their own Dell home page and track their orders online, to see if they are in production, or already on the shipping track. Customers can access detailed diagrams of the computers and get information about troubleshooting. By view-approved configurations and pricing and by eliminating paperwork customers were able to save 15 percent of administrative process expenses. In addition, Dell created home pages for their biggest buyers, such as Eastman Chemical, Monsanto, and Wells Fargo. These sites enable their customers' employees to place orders quickly and easily. These employees can also order PCs for their homes and receive the corporate price! The electronic ordering makes customers happy, but it also enables Dell to collect payments very quickly. Dell is using several other information technologies including e-mail, EDI, video teleconferencing, computerized faxes, an intranet, DSS, and more. Of special interest is a computerized manufacturing system introduced in 1997, which tightly links the entire demand and supply chains from suppliers to buyers. This system is the foundation on which the "building-to-order" strategy rests. Four years after its "almost" collapse, Dell became an unbelievable success story when its stock price zoomed more than 2000 percent in about two years. Competing with world-class names such as IBM, Compaq, HP, and Packard Bell-NEC, Dell consistently increased its market share and profitability simultaneously. The Results
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By the late 1990s Dell was considered to be one of the best managed and profitable corporations in the world, as a result of its IT-based reengineering. 

The Dell example demonstrates the following points: 

1. Competition can be very intense, involving very large corporations. 

2. Providing quality products at low prices is necessary, but may not be sufficient. 

3. A fundamental change in the manner in which business is done is sometimes 

4. The only way to succeed, or even to survive. 

Some major features of reengineering include: reducing cycle time, manufacturing to order in an approach called mass customization, closely managing the entire demand and supply chains from suppliers to buyers, collaborating with other vendors, and providing unique services to customers 
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